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Preface


Nearly a decade ago, the authors of the fi rst edition of this book were writing their contributions. In the 
interim, much development and progress has taken place in aviation human factors, but they have been 
far from uniform. Th erefore, although the original authors, or their collaborators, and the new authors 
were all asked to update their chapters and references for this second edition, the actual work entailed 
in responding to this request diff ered markedly between chapters, depending on the pertinent develop-
ments that had occurred in the meantime. At one extreme, represented by the continued application 
of human factors evidence to a topic with few major changes, this steady progress could be covered by 
short additions and amendments to the relevant chapter, and this applies to a few chapters. At the other 
extreme, major changes or developments have resulted in completely recast and rewritten chapters, or, 
in a few cases, even in completely new chapters. Many chapter revisions, though substantial, lie between 
these two extremes.


Human factors as a discipline applied to aviation has come of age and is thriving. Its infl uence has 
spread to other applications beyond aviation. Less eff ort now has to be expended on the advocacy of 
human factors contributions or on marketing them because the roles of human factors in aviation 
activities are accepted more willingly and more widely. Both the range of human factors techniques 
and the nature of human factors explanations have broadened. Th e relationships between the humans 
employed in aviation and their jobs are changing in accordance with evolving automation and techno-
logical advances.


Th e demand for aviation continues to expand, and aviation must respond to that demand. Th e safety 
culture of aviation imposes a need, in advance of changes, for sound evidence that the expected benefi ts 
of changes will accrue, without hidden hazards to safety and without new and unexpected sources of 
human error. Th e human factors contributions to aviation must share its safety culture and be equally 
cautious. Safety ultimately remains a human responsibility, dependent on human cognitive capabilities 
exercised directly through aviation operations and indirectly through the constructs, planning, design, 
procurement, and maintenance of aviation systems. Human factors applied to aviation remains primar-
ily a practical discipline, seeking real solutions and benefi ts and driven by requirements rather than 
theories. Th eory is not ignored, but theory building is seldom an end product. Th eories tend, rather, to 
be tools that can guide the interpretation and generalization of fi ndings and can infl uence the choice of 
measures and experimental methods.


Much of this book recounts human factors achievements, but some prospective kinds of expansion 
of human factors may be deduced from current discernible trends. Teams and training can furnish 
examples. Th e study of teams is extending the concept of crew resource management to encompass 
the organization of the broader aviation system and the cabin, though considerations of cockpit secu-
rity may restrict the latter development. Team concepts relate to automation in several ways: machines 
may be treated as virtual team members in certain roles; functions may be fulfi lled by virtual teams 
that share the work but not the workspace; established hierarchical authority structures may wither 
and devolve into teams or multi-teams; close identifi cation with teams will continue to infl uence the 
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formation of attitudes and professional norms; and interpersonal skills within teams will gain in inter-
est. Training is evolving toward training in teams, measuring team functioning, and judging success 
by measuring team achievements. Learning at work is becoming more formalized, with less reliance on 
incidental on-the-job learning and more emphasis on continuous lifelong planned learning and career 
development. Associated with this is a closer study of the implicit knowledge, which is an integral part 
of the individual’s professional expertise and skill.


Further future trends are emerging. Aviation human factors may benefi t from recent developments 
in the study of empowerment, since many jobs in aviation rely heavily on the self-confi dence of their 
personnel in the capability to perform consistently to a high standard. Th e introduction of human fac-
tors certifi cation as a tool for evaluating designs in aviation may become more common. Th e recently 
increased interest in qualitative measures in human factors seems likely to spread to aviation, and to 
lead to more studies of such human attributes with no direct machine equivalent as aesthetic consid-
erations and the eff ects of emotion on task performance. Th is seems part of a more general trend to 
move away from direct human–machine comparisons when considering functionality. While studies 
are expected to continue on such familiar human factors themes as the eff ects of stress, fatigue, sleep 
patterns, and various substances on performance and well-being, their focus may change to provide bet-
ter factual evidence about the consequences of raising the retirement age for aviation personnel, which 
is becoming a topic of widespread concern. Th ere have been remarkably few cross-cultural studies in 
aviation despite its international nature. Th is neglect will have to be remedied sooner or later, because 
no design or system in aviation is culture free.
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1
A Historical Overview 


of Human Factors 
in Aviation


1.1 Th e Early Days: Pre-World War I 
(Cutting Th eir Teeth) ............................................................ 1-1


1.2 World War I (Daring Knights 
in Th eir Aerial Steeds) ........................................................... 1-2


1.3 Barnstorming Era (Th e Th rill of It All) .............................. 1-3
1.4 Th e World War II Era (Serious Business) ........................... 1-4
1.5 Cold Weather Operations (Debons) ................................... 1-7
1.6 Th e Jet Era (New Horizons) ................................................. 1-7
1.7 Th e Cold War: Arctic Research ........................................... 1-8


Th e New Technology Era (Th e Computer in the Cockpit)
References ........................................................................................... 1-9


Human factors in aviation are involved in the study of human’s capabilities, limitations, and behaviors, 
as well as the integration of that knowledge into the systems that we design for them to enhance safety, 
performance, and general well-being of the operators of the systems (Koonce, 1979).


1.1 The Early Days: Pre-World War I (Cutting Their Teeth)


Th e role of human factors in aviation has its roots in the earliest days of aviation. Pioneers in aviation 
were concerned about the welfare of those who fl ew their aircraft  (particularly themselves), and as the 
capabilities of the vehicles expanded, the aircraft  rapidly exceeded the human capability of directly 
sensing and responding to the vehicle and the environment, to eff ectively exert suffi  cient control to 
ensure optimum outcome and safety of the fl ight. Th e fi rst fl ight in which Orville Wright fl ew at 540 ft  
was on Th ursday, December 17, 1903, for a duration of only 12 s. Th e fourth and fi nal fl ight of that day 
was made by Wilbur for 59 s, which traversed 825 ft !


Th e purposes of aviation were principally adventure and discovery. To see an airplane fl y was indeed 
unique, and to actually fl y an airplane was a daring feat! Early pioneers in aviation did not take this 
issue lightly, as venturing into this fi eld without proper precautions may mean fl irting with death in the 
fragile unstable craft s. Th us, the earliest aviation was restricted to relatively straight and level fl ight and 
fairly level turns. Th e fl ights were operated under visual conditions in places carefully selected for eleva-
tion, clear surroundings, and certain breeze advantages, to get the craft  into the air sooner and land at 
the slowest possible ground speed.


Jefferson M. Koonce
University of Central Florida


Anthony Debons
University of Pittsburgh
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Th e major problems with early fl ights were the reliability of the propulsion system and the strength 
and stability of the airframe. Many accidents and some fatalities occurred because of the structural 
 failure of an airplane component or the failure of the engine to continue to produce power.


Although human factors were not identifi ed as a scientifi c discipline at that time, there were serious 
problems related to human factors in the early stages of fl ight. Th e protection of the pilot from the ele-
ments, as he sat out in his chair facing them head-on, was merely a transfer of technology from bicycles 
and automobiles. Th e pilots wore goggles, topcoats, and gloves similar to those used when driving the 
automobiles of that period.


Th e improvements in the human–machine interface were largely an undertaking of the designers, 
builders, and fl iers of the machines (the pilots themselves). Th ey needed some critical information to 
ensure proper control of their craft  and some feedback about the power plant. Initially, the aircraft  did 
not have instrumentation. Th e operators directly sensed the attitude, altitude, and velocity of the vehicle 
and made their inputs to the control system to achieve certain desired goals. However, 2 years aft er the 
fi rst fl ight, the Wright brothers made considerable eff ort trying to provide the pilot with information that 
would aid in keeping the airplane coordinated, especially in turning the fl ight where the lack of coordi-
nated fl ight was most hazardous. Soon, these early craft s had a piece of yarn or other string, which trailed 
from one of the struts of the airplane, providing yaw information as an aid to avoid the turn-spin threat, 
and the Wright brothers came up with the incidence meter, a rudimentary angle of attack, or fl ight-path 
angle indicator.


Nevertheless, as the altitude capabilities and range of operational velocities increased, the ability of 
the humans to accurately sense the critical diff erences did not commensurately increase. Th us, early 
instrumentation was devised to aid the operator in determining the velocity of the vehicle and the alti-
tude above the ground. Th e magnetic compass and barometric altimeter, pioneered by balloonists, soon 
found their way into the airplanes. Additionally, the highly unreliable engines of early aviation seemed 
to be the reason for the death of many aviators. Th e mechanical failure of the engine or propeller, or 
the interruption of the fl ow of fuel to the engine owing to contaminants or mechanical problems, is 
presumed to have led to the introduction of tachometer and gauges, which show the engine speed to the 
pilot and critical temperatures and pressures of the engine’s oil and coolant, respectively.


1.2 World War I (Daring Knights in Their Aerial Steeds)


Th e advantages of an aerial view and the ability to drop bombs on ground troops from the above gave the 
airplane a unique role in World War I. Although still in its infancy, the airplane made a signifi cant con-
tribution to the war on both the sides, and became an object of wonder, aspiring thousands of our nation’s 
youth to become aviators. Th e roles of the airplane were principally those of observation, attack of ground 
installations and troops, and air-to-air aerial combat. Th e aircraft  themselves were strengthened to take 
the increased G-loads imposed by combat maneuvering and the increased weight of ordinance payloads.


As a result, pilots had to possess special abilities to sustain themselves in this arena. Th us, problems 
related to human factors in the selection of pilot candidates emerged. Originally, family background, 
character traits, athletic prowess, and recommendations from signifi cant persons secured an individual 
applicant a position in pilot training. Being a good hunter indicated an ability to lead and shoot at other 
moving targets, and strong physique and endurance signifi ed the ability to endure the rigors of altitude, 
heat and cold, as well as the forces of aerial combat. Additionally, the applicant was expected to be brave 
and show courage.


Later, psychologists began to follow a more systematic and scientifi c approach for the classifi cation 
of individuals and assignment to various military specialties. Th e aviation medics became concerned 
about the pilots’ abilities to perform under extreme climatic conditions (the airplanes were open cock-
pits without heaters), as well as the eff ects of altitude on performance. During this period, industrial 
engineers began to utilize the knowledge about human abilities and performance to improve factory 
productivity in the face of signifi cant changes in the composition of the work force. Women began to 
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play a major role in this area. Frank Gilbreath, an industrial engineer, and his wife Lillian, a  psychologist, 
teamed up to solve many questions about the improvement of human performance in the workplace, 
and the knowledge gained was useful to the industry as well as the armed forces.


Early in the war, it became apparent that the allied forces were losing far more pilots to accidents than 
to combat. In fact, two-thirds of the total aviation casualties were not due to engagement in combat. 
Th e failure of the airframes or engines, midair collisions, and weather-related accidents (geographical 
or spatial disorientation) took greater toll. However, the performance of individuals also contributed 
signifi cantly to the number of accidents. Fortunately, with the slower airspeeds of the airplanes at that 
time and owing to the light, crushable structure of the airframe itself, many aviators during initial fl ight 
training who crashed and totaled an airplane or two, still walked away from the crash(es) and later 
earned their wings. Certainly, with the cost of today’s airplanes, this would hardly be the case.


Th e major problems of the World War I era related to human factors were the selection and classifi -
cation of personnel, the physiological stresses on the pilots, and the design of the equipment to ensure 
mission eff ectiveness and safety. Th e higher-altitude operations of these airplanes, especially the bomb-
ers, resulted in the development of liquid oxygen converters, regulators, and breathing masks. However, 
owing to the size and weight of these oxygen systems, they were not utilized in the fi ghter aircraft . Cold-
weather fl ying gear, fl ight goggles, and rudimentary instruments were just as important as improving 
the reliability of the engines and the strength and crash-worthiness of the airframes. To protect the 
pilots from the cold, leather fl ight jackets or large heavy fl ying coats, leather gloves, and leather boots 
with some fur-lining, were used. In spite of wearing all these heavy clothing, the thoughts of wearing a 
parachute were out. In fact, many pilots thought that it was not sporting to wear a parachute, and such 
technologies were not well developed.


Th e experience of the British was somewhat diff erent from other reported statistics of World War I: 
“Th e British found that of every 100 aviation deaths, 2 were by enemy action, 8 by defective airplanes, 
and 90 for individual defects, 60 of which were a combination of physical defects and improper train-
ing” (Engle & Lott, 1979, p. 151). One explanation off ered is that, of these 60, many had been disabled in 
France or Flanders before going to England and joining the Royal Air Corps.


1.3 Barnstorming Era (The Thrill of It All)


Aft er the war, these aerial cavalrymen came home in the midst of public admiration. Stories of great 
heroism and aerial combat skills preceded them, such that their homecoming was eagerly awaited by the 
public, anticipating for an opportunity to talk to these aviators and see demonstrations of their aerial 
daring. Th is was the beginning of the post-World War I barnstorming era.


Th e airplanes were also remodeled such that they had enclosed cabins for passengers, and oft en the 
pilot’s cockpit was enclosed. Instead of the variations on the box-kite theme of the earliest airplanes, 
those aft er World War I were more aerodynamic, more rounded in design than the boxlike model. 
Radial engines became more popular means of propulsion, and they were air-cooled, as opposed to 
the earlier heavy water-cooled engines. With greater power-to-weight ratios, these airplanes were more 
maneuverable and could fl y higher, faster, and farther than their predecessors.


Flying became an exhibitionist activity, a novelty, and a source of entertainment. Others had visions 
of it as a serious means of transportation. Th e concept of transportation of persons and mails via air was 
in its infancy, and this brought many new challenges to the aviators. Th e commercial goals of aviation 
came along when the airplanes became more reliable and capable of staying aloft  for longer durations, 
connecting distant places easily, but with relatively uncomfortable reach. Th e major challenges were the 
weather and navigation under unfavorable conditions of marginal visibility.


Navigation over great distances over unfamiliar terrain became a real problem. Much of the western 
United States and some parts of the central and southern states were not well charted. In older days, 
where one fl ew around one’s own barnyard or local town, getting lost was not a big concern. However, to 
fl y hundreds of miles away from home, pilots used very rudimentary maps or hand-sketched instructions 
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and attempted to follow roads, rivers, and railway tracks. Th us, getting lost was indeed a problem. 
Th e IFR fl ying in those days probably meant I Follow Roadways, instead of Instrument Flight Rules!


Writing on water towers, the roofs of barns, municipal buildings, hospitals, or airport hangars was 
used to identify the cities. As pilots tried to navigate at night, natural landmarks and writing on build-
ings became less useful, and tower beacons came into being to “light the way” for the aviator. Th e federal 
government had an extensive program for the development of lighted airways for the mail and pas-
senger carriers. Th e color of the lights and the fl ashing of codes on the beacons were used to identify 
a particular airway that one was following. In the higher, drier southwestern United States, some of 
the lighted airway beacons were used even in the 1950s. However, runway lighting replaced the use of 
automobile headlights or brush fi res to indicate the limits of a runway at night. Nevertheless, under low 
visibility of fog, haze, and clouds, even these lighted airways and runways became less useful, and new 
means of navigation had to be provided to guide the aviators to the airfi elds.


Of course, weather was still a severe limitation to safe fl ight. Protection from icing conditions, thun-
derstorms, and low ceilings and fog were still major problems. However, owing to the developments 
 resulting from the war eff ort, there were improved meteorological measurement, plotting, forecasting, 
and dissemination of weather information. In the 1920s, many expected that “real pilots” could fl y at night 
and into the clouds without the aid of any special instruments. But, there were too many instances of 
pilots fl ying into clouds or at night without visual reference to the horizon, which resulted in them enter-
ing a spiraling dive (graveyard spiral) or spinning out of the clouds too late to recover before impacting 
the ever-waiting earth. In 1929, Lt. James Doolittle managed to take off , maneuver, and land his airplane 
solely referring to the instruments inside the airplane’s cockpit. Th is demonstrated the importance of 
basic attitude, altitude, and turn information, to maintain the airplane right-side-up when inside the 
clouds or in other situations where a distinct external-world reference to the horizon is not available.


Many researches had been carried out on the eff ects of high altitude on humans (Engle & Lott, 1979), 
as early as the 1790s, when the English surgeon Dr. John Sheldon studied the eff ects of altitude on 
 himself in balloon ascents. In the 1860s, the French physician, Dr. Paul Bert, later known as the “father 
of aviation medicine,” performed altitude research on a variety of animals as well as on himself in 
altitude chambers that he designed. During this post-World War I era, airplanes were capable of fl y-
ing well over 150 miles/h and at altitudes of nearly 20,000 ft , but only few protective gears, other than 
oxygen- breathing bags and warm clothing, were provided to ensure safety at high altitudes. Respiratory 
physiologists and engineers worked hard to develop a pressurized suit that would enable pilots to main-
tain fl ight at very high altitudes. Th ese technologies were “spinoff s” from the deep sea-diving industry. 
On August 28, 1934, in his supercharged Lockheed Vega Winnie Mae, Wiley Post became the fi rst per-
son to fl y an airplane while wearing a pressure suit. He made at least 10 subsequent fl ights and attained 
an unoffi  cial altitude of approximately 50,000 ft . In September 1936, Squadron Leader F. D. R. Swain set 
an altitude record of 49,967 ft . Later, in June 1937, Flight Lt. M. J. Adam set a new record of 53,937 ft .


Long endurance and speed records were attempted one aft er the other, and problems regarding how 
to perform air-to-air refueling and the stress that long-duration fl ight imposed on the engines and the 
operators were addressed. In the late 1920s, airplanes managed to fl y over the North and South Poles 
and across both the Atlantic and Pacifi c Oceans. From the endurance fl ights, the development of the 
early autopilots took place in the 1930s. Obviously, these required electrical systems on the aircraft  and 
imposed certain weight increases that were generally manageable on the larger multiengine airplanes. 
Th is is considered as the fi rst automation in airplanes, which continues even till today.


1.4 The World War II Era (Serious Business)


Despite the hay day of the barnstorming era, military aviation shrunk aft er the United States had won 
“the war to end all wars.” Th e wars in Europe in the late 1930s stimulated the American aircraft  design-
ers to plan ahead, advancing the engine and airframe technologies for the development of airplanes with 
capabilities far superior to those that were left  over from World War I.
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Th e “necessities” of World War II resulted in airplanes capable of reaching airspeeds four times faster 
than those of World War I, and with the shift ed impellers and turbochargers altitude capabilities that 
exceeded 30,000 ft . With the newer engines and airframes, the payload and range capabilities became 
much greater. Th e environmental extremes of high altitude, heat, and cold became major challenges to 
the designers for the safety and performance of aircrew members. Furthermore, land-based radio trans-
mitters greatly improved cross-country navigation and instrument-landing capabilities, as well as com-
munications between the airplanes and between the airplane and persons on the ground responsible for 
aircraft  control. Ground-based radar was developed to alert the Allied forces regarding the incoming 
enemy aircraft  and was used as an aid to guide the aircraft  to their airfi elds. Also, radar was installed 
in the aircraft  to navigate them to their targets when the weather prevented visual “acquisition” of the 
targets.


Th e rapid expansion of technologies brought many more problems than ever imagined. Although the 
equipments were advanced, humans who were selected and trained to operate them did not signifi cantly 
change. Individuals who had not moved faster than 30 miles/h in their lifetime were soon trained to 
operate vehicles capable of reaching speeds 10 times faster and which were far more complex than any-
thing they had experienced. Th erefore, the art and science of selection and classifi cation of individuals 
from the general population to meet the responsibilities of maintaining and piloting the new aircraft  
had to undergo signifi cant changes. To screen hundreds of thousands of individuals, the selection and 
classifi cation centers became a source of great amounts of data about human skills, capabilities, and 
limitations. Much of these data have been documented in a series of 17 “blue books” of the U.S. Army 
Air Force Aviation Psychology Program (Flanagan, 1947). Another broader source of information on 
the selection of aviators is the North and Griffi  n (1977) Aviator Selection 1917–1977.


A great deal of eff ort was put forth in the gathering of data about the capabilities and limitations of 
humans, and the development of guidelines for the design of displays and controls, environmental sys-
tems, equipment, and communication systems. Following the war, Lectures on Men and Machines: An 
Introduction to Human Engineering by Chapanis, Garner, Morgan, and Sanford (1947), Paul Fitts’ “blue 
book” on Psychological Research on Equipment Design (1947), and the Handbook of Human Engineering 
Data for Design Engineers prepared by the Tuft s College Institute for Applied Experimental Psychology 
and published by the Naval Special Devices Center (1949) helped to disseminate the vast knowledge 
regarding human performance and equipment design that had been developed by the early human-
factors psychologists and engineers (Moroney, 1995).


Stevens (1946), in his article “Machines Cannot Fight Alone,” wrote about the development of radar 
during the war. “With radar it was a continuous frantic race to throw a better and better radio beam 
farther and farther out, and to get back a refl ection which could be displayed as meaningful pattern 
before the eyes of an operator” (p. 391). However, as soon as the technology makes a step forward, a 
human limitation may be encountered or the enemy might devise some means of degrading the refl ect-
ing signal, so that it would be virtually useless. Oft en weather conditions may result in refl ections from 
the moisture in the air, which could reduce the likelihood of detecting a target. Furthermore, in addition 
to the psychophysical problems of detecting signals in the presence of “noise,” there was the well-known 
problem that humans are not very good at vigilance tasks.


Without pressurization, the airplanes of World War II were very noisy, and speech communications 
were most diffi  cult in the early stages. At the beginning of the war, the oxygen masks did not have micro-
phones built in them, and hence, throat microphones were utilized, making speech virtually unintel-
ligible. Th e headphones that provided information to the pilots were “left overs” from the World War I 
era and did little to shield out the ambient noise of the airplane cockpit.


In addition to the noise problem, as one might expect, there was a great deal of vibration that contrib-
uted to apparent pilot fatigue. Stevens (1946) mentioned that a seat was suspended such that it “fl oated 
in rubber” to dampen the transmission of vibrations from the aircraft  to the pilot. Although technically 
successful, the seat was not preferred by the pilots because it isolated them from a sense of feel of the 
airplane.
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Protecting the human operator while still allowing maximum degree of fl exibility to move about 
and perform tasks was also a major problem (Benford, 1979). Th e necessity to protect aviators from 
antiaircraft  fi re from below was initially met with the installation of seat protectors—plates of steel built 
under the pilot’s seat to defl ect rounds coming up from below. For protection from fi re other than the 
one below, B. Gen. Malcolm C. Grow, surgeon of the 8th Air Force, got the Wilkinson Sword Company, 
designer of early suits of armor, to make body armor for B-17 aircrew members. By 1944, there was a 
60% reduction in men wounded among the B-17 crews with body armor.


Dr. W. R. Franks developed a rubber suit with a nonstretchable outer layer to counter the eff ects of 
high G-forces on the pilot. Th e Franks fl ying suit was worn over the pilot’s underwear and was fi lled 
with water. As the G-forces increased, they would also pull the water down around the lower extremi-
ties of the pilot’s body, exerting pressure to help prevent pooling of blood. In November 1942, this was 
the fi rst G-suit worn in actual air operations. Owing to the discomfort and thermal buildup in wearing 
the Franks suit, pneumatic anti-G suits were developed. One manufacturer of the pneumatic G-suits, 
David Clark Co. of Worcester, Massachusetts, later became involved in the production of microphones 
and headsets. Th e Gradient Pressure Flying suit, Type NS-9 or G-1 suit, was used by the Air Force in the 
European theater in 1944.


Training of aviators to fl y airplanes soon included fl ight simulators in the program. Although fl ight sim-
ulation began as early as 1916, the electromechanical modern fl ight simulator was invented by E. A. Link 
in 1929 (Valverde, 1968). Th e Link Trainer, aff ectionately known as the “Blue Box,” was used exten-
sively during World War II, particularly in the training of pilots to fl y under instrument conditions.


Although the developments in aviation were principally focused on military applications during 
this period, civilian aviation was slowly advancing in parallel to the military initiatives. Some of the 
cargo and bomber aircraft  proposed and built for the military applications were also modifi ed for 
civilian air transportation. Th e DC03, one of the most popular civil air-transport aircraft  prior to the 
war, was the “workhorse” of World War II, used for the transportation of cargo and troops around 
the world. Aft er the war, commercial airlines found that they had a large experienced population 
from which they could select airline pilots. However, there were few standards to guide them in the 
selection of the more appropriate pilots for the tasks of commercial airline piloting: passenger com-
fort, safety, and service. McFarland (1953), in Human Factors in Air Transportation, provided a good 
review on the status of the commercial airline pilots selection, training, and performance evaluation, 
as well as aviation medicine, physiology, and human engineering design. Gordon (1949) noted the lack 
of selection criteria to discriminate between airline pilots who were successful (currently employed) 
and those who were released from the airlines for lack of fl ying profi ciency.


Th e problems of air-traffi  c control in the civilian sector were not unlike those in the operational 
theater. Th ough radar was developed and used for military purposes, it later became integrated into the 
civilian air-traffi  c control structure. Th ere were the customary problems of ground clutter, precipitation 
attenuating the radar signals, and the detection of targets. Advances in the communications between 
the ground controllers and the airplanes, as well as communications between the ground control sites 
greatly facilitated the development of the airways infrastructure and procedures, till date. Hopkin 
(1995) provided an interesting and rather complete review on the history of human factors in air-traffi  c 
control.


Following the war, universities got into the act with the institution of aviation psychology research 
programs sponsored by the government (Koonce, 1984). In 1945, the National Research Council’s 
Committee on Selection and Training of Aircraft  Pilots awarded a grant to the Ohio State University 
to establish the Midwest Institute of Aviation. In 1946, Alexander C. Williams founded the Aviation 
Psychology Research Laboratory at the University of Illinois, and Paul M. Fitts opened the Ohio State 
University’s Aviation Psychology Laboratory in 1949. Th ese as well as other university research pro-
grams in aviation psychology and human engineering attracted veterans from the war to use the 
G.I. Bill to go to college, advance their education, and work in the area of human-factors psychology 
and engineering.
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Although developed under the blanket of secrecy, toward the end of World War II, jet aircraft  made 
their debut in actual combat. Th ese jet airplanes gave a glimpse to our imaginations on what was to come 
in terms of aircraft  altitude and airspeed capabilities of military and civilian aircraft  in the near future.


1.5 Cold Weather Operations (Debons)


In the vast wastelands of Alaska, climatic levels and day–night seasonal extremes can defi ne human 
performance and survival in the region. An understanding of the human–technological–climatic 
interface that prevails both in civil and military aviation activity thus became an important issue. Th e 
exploratory character of that eff ort was well documented and has been archived at the University of 
Alaska-Fairbanks. Only a few of the many programs of the Arctic Aeromedical Laboratory (AAL) are 
described here. A close relationship was maintained between the Aeromedical Laboratory located at 
Right Patterson Air Force Base, Dayton, Ohio (Grether & Baker, 1968), and the AAL located at Ladd Air 
Force Base, Fairbanks, Alaska. Th e AAL also collaborated with the ergonomic research activities of Paul 
M. Fitts, Human Engineering Laboratory, Ohio State University (Fitts, 1949).
Th e studies undertaken by the AAL included the following:


 1. Th e impact that short–long, day–night variations have on personnel work effi  ciency
 2. Diffi  culties encountered by military personnel in their ability to engage and sustain work perfor-


mance import to ground fl ight maintenance
 3. Signifi cant human factors faced by military personnel during arctic operations
 4. Study of the human factors and ergonomic issues associated with nutrition and exposure to tem-


perature extremes
 5. Optimal clothing to engage and sustain work effi  ciency during survival operations


1.6 The Jet Era (New Horizons)


Th e military airplanes developed aft er World War II were principally jet fi ghters and bombers. 
Th e inventory was “mixed” with many of the left over piston engine airplanes, but as the United States 
approached the Korean War, the jet aircraft  became the prominent factor in military aviation. Just 
before World War II, Igor Sikorsky developed a successful helicopter. During the Korean War, the heli-
copters found widespread service. Th ese unique fl ying machines were successful, but tended to have a 
rather high incidence of mechanical problems, which were attributed to the reciprocating engines that 
powered them. Th e refi nement of the jet engine and its use in the helicopters made them much more 
reliable and in more demand, both within the armed forces as well as in the civilian sector.


Selection and classifi cation of individuals in the military hardly changed even aft er the advances 
made during the pressure of World War II. Furthermore, the jet era of aviation also did not produce a 
signifi cant eff ect on the selection and classifi cation procedures, until the advent of personal computers. 
Commercial air carriers typically sought their pilots from those who had been selected and trained by 
the armed forces. Th ese pilots had been through rigorous selection and training criteria, were very stan-
dardized, had good leadership skills, and generally possessed a large number of fl ight house.


Boyne (1987) described the early entry of the jet airplanes into commercial air travel. In the United 
States, aircraft  manufacturers were trying to develop the replacement for the fabled DC-3 in the form 
of various two- and four-radial-engine propeller airplanes. Th ere were advances made such that the 
airplanes could fl y without refueling, the speed was increased, and most of the airplanes soon had 
pressurization for passenger safety and comfort. In the meantime, Great Britain’s Vicker-Armstrong 
came out with the Vicount in 1950, a four-engine turboprop airplane that provided much faster, qui-
eter, and smoother fl ight. Soon thereaft er, in 1952, the deHavilland Comet 1A entered commercial ser-
vice. Th e Comet was an innovative full jet airliner capable of carrying 36 passengers at 500 miles/h 
between London and Johannesburg. Th ese advances in the jet era had a signifi cant impact on America’s 








1-8 Handbook of Aviation Human Factors


long-standing prominence in airline manufacturing. Aft er two in-fl ight breakups of comets in 1954, 
deHavilland had diffi  culty in promoting any airplane with the name Comet. Th us, the focus of interest 
in airliner production shift ed back to the United States, where Boeing, which had experience in develop-
ing and building the B-47 and B-52 jet bombers, made its entry into the commercial jet airplane market. 
In 1954, the Boeing 367–80 prototype of the resulting Boeing 707 made its debut. Th e Boeing 707 could 
economically fl y close to Mach 1 and was very reliable but expensive. Later, Convair came out with its 
model 880 and Douglas made its DC-9, both closely resembling Boeing 707 (Josephy, 1962).


Th e introduction of jet airplanes brought varied responses from the pilots. A number of pilots who 
had served many years fl ying airplanes with reciprocating engines and propellers exhibited some “dif-
fi culties” in transitioning to the jet airplanes. Th e jet airplanes had few engine instruments for the pilots 
to monitor, few controls for the setting and management of the jet engines, and with the advancement of 
technology, more simplistic systems to control. However, the feedback to the pilot was diff erent between 
piston propeller and jet airplanes. Th e time to accelerate (spool-up time) with the advance of power was 
signifi cantly slower in the jet airplanes, and the time with which the airplane transited the distances was 
signifi cantly decreased. Commercial airlines became concerned about the human problems in transi-
tion training from propeller to jet airplanes. Today, that “problem” seems to be no longer an issue. With 
the advent of high sophisticated fl ight simulators and other training systems and jet engines that build 
up their thrust more rapidly, there have been very few reports on the diffi  culties of transition training 
from propeller to jet airplanes.


Eventually, the jet era resulted in reductions in the size of the fl ight crews required to manage the 
airplanes. In the “old days,” the transoceanic airliners required a pilot, a copilot, a fl ight engineer, 
a radio operator, and a navigator. On the other hand, the jet airliners require only a pilot, copilot, and 
in some instances, a fl ight engineer. With the aid of computers and improved systems engineering, 
many of the jet airplanes that previously had three fl ight crew members eliminated the need for a fl ight 
engineer and now require only two pilots.


Th e earlier aircraft  with many crew members, who were sometimes dispersed and out of visual con-
tact with each other, required good communication and coordination skills among the crew and were 
“trained” during crew coordination training (CCD). However, with the reduction in the number of 
crew members and placing them all within hand’s reach of each other, lack of “good” crew coordina-
tion, communication, and utilization of available resources became a real problem in the jet airline 
industry. Th e tasks of interfacing with the on-board computer systems through the fl ight management 
system (FMS), changed the manner in which the fl ight crewmembers interact. Reviews on accident 
data and reports on the Aviation Safety Reporting Systems (ASRS) (Foushee, 1984; Foushee & Manos, 
1981) revealed crew coordination as a “new” problem. Since the mid-1980s, much has been written 
about crew resource management (CRM; Weiner, Kanki, & Helmreich, 1993), and the Federal Aviation 
Administration (FAA) has issued an Advisory Circular 120-51B (FAA, 1995) for commercial air carriers 
to develop CRM training. Despite over 10 years of research, programs, and monies, there still seems to 
be a signifi cant problem with respect to the lack of good CRM behaviors in the cockpits.


Th e jet engines have proven to be much more reliable than the piston engines of the past. Th is has 
resulted in the reliance on their safety, and sometimes a level of complacency and disbelief when things go 
wrong. With highly automatized systems and reliable equipment, the fl ight crew’s physical workload has 
been signifi cantly reduced; however, as a result, there seems to be an increase in the cognitive workload.


1.7 The Cold War: Arctic Research


1.7.1 The New Technology Era (The Computer in the Cockpit)


In the 1990s, and although many things have changed in aviation, many other things have not. Th e 
selection of pilots for the armed forces is still as accurate as it has been for the past 40 years. However, 
there have been new opportunities and challenges in selection and classifi cation, as women are now 
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permitted to be pilots in the military, and they are not restricted from combat aircraft . Th e selection 
and classifi cation tests developed and refi ned over the past 40 years on males might not be suitable for 
the females with the greatest likelihood of successfully performing as pilots (McCloy & Koonce, 1982). 
Th erefore, human-factors engineers should reconsider the design of aircraft  cockpits based on a wider 
range of anthropometric dimensions, and the development of personal protective and life-support 
equipment with regard to females is a pressing need.


With the advent of the microcomputers and fl at-panel display technologies, the aircraft  cockpits of 
the modern airplanes have become vastly diff erent from those of the past. Th e navigational systems are 
extremely precise, and they are integrated with the autopilot systems resulting in fully automated fl ight, 
from just aft er the takeoff  to aft er the airplane’s systems, while the automation does the fl ying. Th us, 
a challenge for the designers is regarding what to do with the pilot during the highly automated fl ight 
(Mouloua & Koonce, 1997).


Recently, a great amount of attention has been paid to the concept of situation awareness in the 
advanced airplanes (Garland & Endsley, 1995). Accidents have occurred in which the fl ight crew 
 members were not aware of their location with respect to dangerous terrains or were unaware of the 
current status of the airplane’s systems, when that knowledge was essential for correct decision-making. 
Numerous basic researches have been initiated to understand more about the individual diff erences in 
situation awareness, the potential for selection of individuals with that capability, and the techniques for 
improving one’s situation awareness. However, much of the studies have been reminiscent of the earlier 
research on attention and decision-making.


Th us, in future, human-factors practitioners will have numerous challenges, from the eff ects of 
advanced display technologies and automation at all levels of aviation, right down to the general aviation 
recreational pilot. Th e eff ectors to invigorate general aviation to make it more aff ordable, thus attracting 
a larger part of the public may include issues of selection and training down to the private pilot level, 
where, historically, a basic physical fl ight and a source of funds were all that were necessary to get into 
pilot training.


Economics is restructuring the way in which the airspace system works (Garland & Wise, 1993; 
Hopkin, 1995). Concepts such as data links between controlling agencies and the aircraft  that they con-
trol, free fl ight to optimize fl ight effi  ciency, comfort and safety, automation of weather observation and 
dissemination, and modernization of the air-traffi  c controllers’ workstations will all require signifi cant 
inputs from aviation human-factors practitioners in the near future.


Th e future supersonic aircraft , to reduce drag and weight costs, might not provide windows for for-
ward visibility, but might provide an enhanced or synthetic visual environment that the pilots can “see” 
to maneuver and land their airplanes. Other challenges might include the handling of passenger loads 
of 500–600 persons in one airplane, the design of the terminal facility to handle such airplanes, waiting 
and loading facilities for the passengers, and the systems for handling the great quantity of luggage and 
associated cargo. In addition, planners and design teams including human-factors practitioners may 
also have to face the future problems in airport security.
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2.1 The Role of Human-Factors Research in Aviation


Since its humble beginning in the chaos of World War II, human factors have played a substantial 
role in aviation. In fact, it is arguably in this domain that human factors have received their greatest 
acceptance as an essential part of the research, development, test, and evaluation cycle. Th is acceptance 
has come from the critical role that humans, notably pilots, play in these human–machine systems, 
the unique problems and challenges that these systems pose on human perception, physiology, and 
 cognition, and the dire consequences of human error in these systems. As a result, there have been 
numerous opportunities for the development of the science of human factors that have contributed 
 signifi cantly to the safety and growth of aviation.
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Times keep changing, and with the end of the Cold War, funding for human-factors research and 
development started shrinking along with military spending. Being a successful practitioner in the fi eld 
of human factors requires considerable skills that are beyond those traditionally taught as a part of a 
graduate curriculum in human factors. New challenges are being presented, which require a closer stra-
tegic attention to what we do, how we do it, and what benefi ts accrue as a result of our eff orts. Th is chap-
ter off ers snippets of the authors’ experience in the practice of human factors. It describes the questions 
and issues that the successful practitioner of human factors must bear in mind to conduct research, 
development, testing, and engineering (RDT&E) in any domain. A large part of the authors’ experi-
ence is with the Department of Defense (DoD), and this is the basis of our discussion. Nonetheless, the 
lessons learned and advices made should be applicable across other endeavors related to the science of 
human factors.


2.1.1 Focus Levels of RDT&E


An important part in succeeding as a human-factors practitioner is recognizing the type of research 
being funded, and the expectancies that a sponsor is likely to have for the work being performed. Th e 
DoD identifi es four general categories of RDT&E, and has specifi c categories of funding for each of 
these categories.* Th ese categories of research are identifi ed as 6.1–6.4, where the fi rst digit refers to the 
research dollars and the second digit refers to the type of work being done (Table 2.1). Th e DoD sponsors 
are typically very concerned with the work being performed, as Congress mandates what needs to be 
done with the diff erent categories of funding, and has mechanisms in place for the diff erent categories 
of funding and to audit how it is spent. Th is issue is also relevant to the non-DoD practitioner as well, 
because regardless of the source of RDT&E funding, understanding the expectations that are attached to 
it is critical to successfully conclude a project. Th erefore, the successful practitioner should understand 
how their projects are funded and the types of products expected for that funding.


Basic research is the one typically thought of as being performed in an academic setting. Character-
istically, a researcher may have an idea that he or she feels would be of some utility to a sponsor, and 
obtains funding to try to explore the idea further. Alternatively, the work performed may be derived 
from the existing theory, but may represent a novel implication of that theory. Human-factors work at 
the 6.1 level will typically be carried out with artifi cial tasks and naïve subjects, such as a university labo-
ratory with undergraduate students as subjects. Products of such work may be theoretical development, 
a unique model, or theory, and the work typically may entail empirical research to validate the theory. 
Th is work is generally not focused on a particular application or problem, although it may be inspired by 
a real-world problem and may utilize a problem domain to facilitate the research. However, this research 
is not generally driven by a specifi c operational need; its utility for a specifi c application may only be 
speculated. Th is type of research might have to address questions such as


How do we model strategic decision-making?• 
How is the human visual-perception process aff ected by the presence of artifi cial lighting?• 
What impact do shared mental models have on team performance?• 


Applied research is still very much at the research end of the research–development spectrum; however, 
it is typically where an operational need or requirement fi rst comes into the picture in a signifi cant way. 
Th is research can be characterized as the one considering established theories or models shown to have 


* In fact, these categories are being redefi ned as a part of the downsizing and redefi nition of the DoD procurement process. 
For instance, there was until the early 1990s, a distinction in the 6.3 funding between core-funded prototype demon-
strations (6.3a) and the actual fi eld demonstrations (6.3b) that received specifi c funding from the Congressional budget. 
However, this distinction has been eliminated. Th e authors were unable to locate a specifi c set of recent defi nitions that 
have been employed when this chapter was written. Th erefore, these defi nitions are based on the authors’ current under-
standing of the DoD procurement system, based on the current practice rather than an offi  cial set of defi nitions.
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TABLE 2.1 Types and Characteristics of DoD Research and Development


Number Type Defi nition Research Questions Products


6.1 Basic research Research done to develop a 
novel theory or model, or 
to extend the existing 
theory into new domains. 
Th e work may be funded 
to solve a specifi c problem; 
however, there is typically, 
no single application of 
the research that drives 
the work


Can we take an idea and 
turn it into a testable 
theory?


Can we assess the utility of 
a theory in understanding 
a problem?


Th eoretical papers, describing 
empirical studies, 
mathematical models, 
recommendations for 
continued research, and 
discussion of potential 
applications


6.2 Applied 
research


Research done to take an 
existing theory, model, or 
approach, and apply it to a 
specifi c problem


Can we take this theory/
model and apply it to this 
problem to come up with 
a useful solution?


Rudimentary demonstrations, 
theoretical papers 
describing empirical studies, 
recommendations for 
further development


6.3 Advanced 
development


Move from research to 
development of a 
prototype system to solve 
a specifi c problem


Can we demonstrate the 
utility of technology in 
solving a real-world need?


What are the implications 
of a proposed technology?


Is the technology 
operationally viable?


Working demonstrations in 
operationally relevant 
environments


Assessment with intended 
users of the system


Technical papers assessing 
the operational 
requirements for the 
proposed system/technology


6.4 Engineering 
development


Take a mature technology 
and develop a fi eldable 
system


Can we integrate and 
validate the new 
technology into existing 
systems?


What will it cost?
How will it be maintained?


Th e products of this stage of 
development would be a 
matured, tested system, 
ready for procurement—
notably, detailed 
specifi cations and 
performance criteria, 
life-cycle cost estimates, etc.


6.5 System 
procurement


Go out and support the 
actual buying, installation, 
and maintenance of the 
system


Does it work as per the 
specifi cation?


How do we fi x the 
problems?


Defi ciency reports and 
recommended fi xes


some scientifi c validity, and exploring their use to solve a specifi c problem. Owing to its applied fl avor, 
it is common and advisable to have some degree of subject expertise involved with the project, and to 
utilize the tasks that have at least a theoretical relationship with those of the envisaged application being 
developed. Questions with regard to this type of human-factors research might include


How is command-level decision-making in tactical commanders aff ected by time stress and • 
ambiguous information?
How should we use advanced automation in a tactical cockpit?• 
How do we improve command-level decision-making of Navy command and control staff ?• 
How can synthetic three-dimensional (3D) audio be used to enhance operator detection of sonar • 
targets?


Advanced development is the point when the work starts moving away from the research and toward 
development. Although demonstrations are oft en done as a part of 6.2 and even 6.1 research, there is 
an implicit understanding that these demonstrations are not of fi eldable systems to be used by specifi c 
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operators. However, a major product of 6.3 R&D is typically a demonstration of a fairly well-refl ected 
system in an operationally relevant test environment with the intended users of the proposed system. 
As a result, this type of research is typically more expensive than that which takes place at 6.1 or 6.2, 
and oft en involves contractors with experience, and requires the involvement of subjects and subject 
experts with operational experience related to the development that is going to take place. Research 
questions in advanced development are typically more concerned with the demonstration of meaning-
ful performance gains and the feasibility of transferring the underlying technology to fi elded systems. 
Representative questions in 6.3 human-factors research might include


Is the use of a decision-support system feasible and empirically validated for tactical • 
engagements?
What are the technical requirements for deploying the proposed system in terms of training, • 
integration with existing systems, and so on?
What are the expected performance gains from the proposed technology and what are the impli-• 
cations for manning requirements based on those gains?


As the procurements process for a technology or system moves beyond 6.3, the human factors may 
typically play lesser dominant role. However, this does not mean that it is not necessary for the human 
factors to have continued involvement in the RDT&E process. It is just that at the 6.4 level, most of the 
critical human-factors issues are typically solved, and the mechanics of constructing and implementing 
technology tend to be the dominant issue. It becomes more diffi  cult (as well as more and more expensive) 
to implement changes as the system matures. As a result, only critical shortcomings may be addressed 
by the program managers in the later stages of technology development. If we, as human-factors prac-
titioners, have been contributing appropriately through the procurement process, our relative involve-
ment at this stage may not be problematic and may naturally be less prominent, than it was earlier in 
the RDT&E process. Human-factors issues still need to be addressed to ensure that the persons in the 
human–machine systems are not neglected. Typically, at this stage of the procurement progress, we are 
concerned with testing issues such as compliance and verifi cation. Th e questions become more related 
to testing and evaluation of the developed human–machine interfaces, documenting the fi nal system, 
and the development of the required training curriculum. Th us, although it is imperative that human-
factors professionals continue to have a role, there are in fact few dedicated research and development 
funds for them at the 6.4 and 6.5 stages. Th e funding received for human factors at this stage typically 
comes from the project itself, and is at the discretion of the project management. Research done at these 
levels might comprise questions related to the following:


Can the persons in the system read the displays?• 
What training curriculum is required for the people in the system to ensure adequate • 
performance?
What criteria should be used in selecting the individuals to work in this system?• 


2.2 Development of an Effective R&D Program


Th e R&D process is similar irrespective of the application domain. Unfortunately, R&D managers oft en 
lose track of the real purpose of behavioral research: solving a problem. In particular, sponsors may want 
and deserve to have products that make their investment worthwhile. Th ey (and you) need to know where 
you are, where you are heading to, and have a pretty good sense of how you are going to get there. Keeping 
these issues in the forefront of your mind as a program manager or principal investigator may result in 
further support in the near future. Having said that, what makes an R&D program successful? One can 
quickly realize that successful programs require the necessary resources, and that there is a “critical mass” 
of personnel, facilities, and equipment resources that must be available to be eff ective. It is also intuitively 
obvious that proper program management, including a realistic funding base, is crucial if research is to be 








Aviation Research and Development 2-5


conducted in an eff ective manner. However, what are the factors that we oft en neglect to attend to, which 
may play a deciding role in defi ning the eventual outcome of the research program? What does one do 
when the resources do not match the magnitude of the task required to get to the end goal?


You must understand your customers and their requirements. Oft en, particularly in the DoD domain, 
there are multiple customers with diff erent, sometimes competing, and sometimes directly confl icting 
agendas. You must understand these customers and their needs, and fi nd a way to give them not only 
what they ask for or expect, but what they need. Th e successful practitioner should understand what 
they need, and sometimes may have to understand their needs better than they do if the project is to suc-
ceed. Needless to say, this can be something of an art rather than a science, and oft en requires signifi cant 
diplomatic skills. For example, in the DoD model, there are typically two customers: the sponsors or 
the people responsible for the money being spent in support of RDT&E, and the users or those who will 
make use of the products of this eff ort. In the Navy, the former is typically the Offi  ce of Naval Research 
(ONR) and the latter is the Fleet. Th e ONR may typically be interested in the theory and science under-
lying the RDT&E process, and may be interested in an audit trail whereby it can show: (a) that quality 
science is being performed as measured by meaningful research studies and theoretical papers, and 
(b) the successful transition of the science through the various levels of the RDT&E process. Th e Fleet 
may also be interested in transition, but may be more interested in the applicability of the developed 
technology in solving its real-world needs in the near future. Th us, the users may be interested in  getting 
the useful products out to the ships (or airplanes or whatever), and may be less interested in the under-
lying science. Th e competing needs of these two requirements are oft en one of the most challenging 
aspects of managing a human-factors project, and failure to manage them eff ectively is oft en a signifi -
cant factor in the project’s failure. One must understand the level of one’s technology/research in the 
RDT&E process, and where it needs to go to be successful, and do whatever one can to facilitate its shift  
to the next stage in the procurement process. Understanding this process and knowing what questions 
to ask from a management perspective are vital to meet one’s own objectives as a researcher/practitioner, 
as well as those of the sponsors/customers. However, how can this be accomplished?


First, we suggest that the successful human-factors practitioner should emphasize on providing 
information that best fi ts the nature of the problem and the environment in which it is to be applied. In 
other words, providing a theoretical treatment of an issue when the real problem involves an operational 
solution may not be met with overwhelming support. Th ere has to be a correlation between theory and 
application. However, this does not indicate that the theory does not have an important role to play in 
aviation human factors. Th e problems arise when researchers (usually more comfortable in describ-
ing issues conceptually) are faced with sponsors who want the “bottom line” and they want it now, 
and not tomorrow. Th ose in academics may not be comfortable with this mindset. Th e solution is to 
become familiar with the operational issues involved, and know the best way to translate the input to 
the  sponsor so that the sponsor can, in turn, communicate such information into something that can be 
meaningful to the user group in question.


Second, the most common reason for the research programs to get into trouble is that they propose 
to do more than that which is feasible with the available resources. Initially, one might get approving 
gestures from the sponsors; however, what might happen a year or two down the road when it becomes 
evident that the initial goals were far too ambitious? Successful R&D eff orts are underscored by their 
ability to meet project goals on time and within specifi ed funding levels. Promising and not delivering 
is not a strategy that can be repeated twice. Th erefore, it is critical that the program manager keeps track 
of where the program is, where it is committed to going, and the available resources and those required 
to reach the goal. When there is a mismatch between the available and required resources, the program 
manager must be proactive in redefi ning objectives, rescoping the project, and/or obtaining additional 
resources. It is far better to meet the most critical of your research objectives and have a few fall to the 
wayside (for good reason), than to have the entire project be seen as a failure. In recent years, many pro-
grams have been jeopardized less by reductions in the funding than by the inability or unwillingness of 
the program management to realistically deal with the eff ects of those cuts.
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Th ird, and perhaps the most important (certainly to the sponsor), is how you measure the eff ective-
ness of a new system or technology that you have developed. Th is issue is oft en referred to as “exit 
criteria” and deals with the question: How do you know when you are done? Th is is by no means a 
trivial task, and can be critical to the success of obtaining and maintaining funding. Many projects are 
perceived as failure by the sponsors, not because they are not doing good work, but because there is no 
clear sense as to when it will pay off . Measures of eff ectiveness (MOEs) to assess these exit criteria are 
oft en elusive and problematic. However, they do provide a method for assessing the effi  cacy of a new 
system. Determining the criteria that will be used to evaluate the usefulness of a system is a process that 
needs to be upfront during the developmental stage. In this way, there are no “surprises” at the end of 
the road, where the system (theory) does wonderful things, but the customer does not understand why 
he or she should want it. A researcher once stated that the best he could imagine was a situation where 
there were no surprises at the end of a research project. It is interesting to note that such a statement 
runs against the grain of what one is taught in doing the academic research. In academic research, we 
prize the unexpected discovery and are taught to focus on the identifi cation of additional research. Th is 
is oft en the last thing that a user wants to hear; users want answers—not additional questions. One of 
the most important things learned by novice practitioners is how to reconcile the needs of the customer 
with their research training.


Fourth, it is advantageous to make personal contact (i.e., face to face) with the sponsor and support-
ing individuals. Th e people whose money you are spending will almost universally appreciate getting 
“warm fuzzies” that can only come from one-to-one contacts. New developments in the areas of com-
munications (i.e., teleconferencing, e-mail, etc.) are not a substitute to close contact with individuals 
supporting your eff orts. As you become a profi cient practitioner of human factors, you may learn that 
there is no better way to sense what aspects of a project are of greatest interest to your customers and 
what are problematic, than to engage in an informal discussion with them. Further, your value to the 
customer will be signifi cantly increased if you are aware of the hidden agendas and their priorities. 
Although oft en these may not be directly relevant to you or your project, your sensitivity to them may 
make you much more eff ective as a practitioner. Th is may become painfully obvious when things go 
wrong. Your credibility is, in part, established through initial contact.


Fift h, do you have external endorsements for the kind of work you are attempting? In other words, 
who really cares what you are doing? Generating high-level support from the intended users of your 
eff ort is indispensable in convincing the sponsors that there is a need for such work. In the military 
environment, this process is de facto mandatory. Few projects receive continued funding unless they 
have the support of specifi c program offi  ce within the DoD. Operational relevancy and need must be 
demonstrated if funding is to be secured, and defended in the face of funding cuts.


Sixth, the interagency coordination and cooperation will undoubtedly enhance the probability of a 
successful research program. Your credibility as a qualifi ed and responsible researcher depends on being 
aware of the ongoing related work elsewhere, and its relevance to the issues going on in your project. 
Generally, eff orts made to leverage off  this ongoing work to avoid duplication of the eff ort have become 
increasingly critical in this era of limited research and development resources. Th e lack of senior-level 
support and ineff ective coordination among external research organization may in fact be a signifi cant 
impediment to execute the program goals. However, through the use of coordinating and advisory com-
mittees, working groups, cooperative research agreements, and widespread dissemination of plans and 
products, duplication of eff ort can be minimized.


Finally, you must be prepared to discuss where your research will go aft er the conclusion of the  project: 
What transition opportunities are available in both the civilian and military sectors? or describe the 
applicability of your work to other domains including civilian and military sectors, and particularly, 
those of interest to your sponsors and customers. Th is is critical to develop any success achieved in 
a particular research project, and maintain your credibility. Will there be additional follow-up work 
required? What other sponsors/customers would be interested in your fi ndings/products? Who could 
most benefi t from the results of your work? Extracting the critical information from your project and 
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demonstrating how this will assist other works is oft en neglected once a project has been fi nished. Th e 
successful practitioner may not entirely walk away from an area once a particular project is fi nished, but 
will track its transitions, both planned and unplanned. An excellent way to build credibility and develop 
new contracts and funding opportunities is to contact those people whose work you are building on to 
(a) advise them about their work and (b) make them aware of your expertise and capability. Not only are 
these people generally fl attered by the interest, but they may advocate you as a resource when they meet 
colleagues with similar interest.


2.3  Some Words of Wisdom Regarding Dealing 
with the Sponsor, Management, and User


Be honest. Do not tell them what you think and want to hear—unless that bears some resemblance to 
realty. Be honest to yourself as well. Th ere is nothing more dangerous to a project or an organization 
than someone who does not know what he or she is talking about. Trying to bluff  your way through a 
discussion will only damage your credibility, and that of your cause, particularly if you are with people 
who do know what they are talking about. Colleagues and sponsor generally will not confront you with 
your ignorance, but they will be impressed by it—negatively. If you are not sure of something, the best 
bet is to ask an intelligent, appropriate question to an appropriate person, at the appropriate time and 
appropriate place. You can use this strategy to turn a potentially negative situation into a positive one by 
displaying your sensitivity, judgment, and wisdom, despite your possible lack of technical knowledge.


Management really does not want to hear about your problems. If you must present a problem, then 
the management expects you to identify the prospective solutions and present the recommended solution 
with underlying rationale and implications for the decision. It is advisable to deal with problems at the 
possible lowest level of management. Do not jump the chain in doubt, and try to document everything. 
It is in everyone’s best interests in the midst of turbulence to document discussions, alternatives, and rec-
ommended solutions. In this way, if the problem becomes terminal to your eff orts, you have the ammuni-
tion to fend off  accusations and blame, and to potentially demonstrate your wisdom and foresight.


If the problem being discussed is threatening one’s project or career, document this situation in the 
form of memos distributed to an appropriate group of individuals. Generally, this may be given to all 
the aff ected parties, with copies to supervisory personnel, if necessary (note that this is almost never 
appropriate for the fi rst memorandum). Memos of this nature must be well-written and self-explanatory. 
Assume the reader knows nothing, particularly if you are going to use one of the most powerful features 
of a memo—the courtesy copies (cc) routing. Th is is one of the best tools available to ensure that you have 
covered your backside, and that management recognizes that you appreciate the signifi cance of problems 
in your project, your skills in dealing with them at an appropriate level, and the consequences of not 
dealing with the problems eff ectively. Th e tone of such memoranda is critical with regard to their eff ec-
tiveness. Never be vindictive, accusatory, or in any way judgmental in a memorandum. State the facts 
(as you see them) and be objective. Describe in a clear, concise manner about what has been done and 
when, as well as what needs to be done by when, and, if appropriate, by whom. One of the most eff ective 
techniques in writing such a memorandum is to demonstrate the awareness of the constraints and fac-
tors creating your problem, and limiting yourself and the other relevant parties from getting the problem 
solved. Again, such a strategy will demonstrate your appreciation of confl icting agendas and convey the 
message that you wish to work around them by building bridges to the other parties involved.


2.4 Developing a Long-Term Research Strategy


It has been the authors’ experience that the most successful and interesting research is in fact not only 
a single program, but related programs operating at several levels of the RDT&E process in parallel. 
Th is is an eff ective strategy for a variety of reasons. First, it off ers built-in transition from basic through 








2-8 Handbook of Aviation Human Factors


applied research as well as advanced development. Second, it provides a vehicle to address interesting, 
important, and oft en unexpected problems that may appear in more advanced R&D at more basic levels 
of R&D, when appropriate resources might not be available to explore the problem at the higher level 
of research. Th ird, it provides a basis for leveraging of resources (people, laboratory development, and 
maintenance costs, etc.) across a variety of projects. Th is will make you more eff ective, effi  cient, and par-
ticularly, cost-eff ective in this era of down-sizing. Further, such eff orts go a long way toward establishing 
the critical mass of talent necessary to carry out quality research on a regular basis. Finally, a multi-
thrust strategy provides the necessary buff er when one or another line of funding comes to an end.


Figure 2.1 shows how such a strategy could be laid out over time. Note that the lower levels of research 
tend to cycle more rapidly than the projects performing advanced development. In addition, further 
shift  along the project in the R&D process tends to become more expensive and resource-intensive. New 
problems and ideas for additional research are observed to be inspired by the needs of ongoing applied 
research. Th e products of each level of research are found to be feeding down into the next available 
cycle of more developmental research. It must also be noted that the products of one level of research 
need not necessarily fl ow to the next level of research. Th ey may jump across the levels of research or 
even spawn entirely new research eff orts within the same line of funding.


2.5 Critical Technology Challenges in Aviation Research


Several excellent sources are available, which may assist in developing a realistic perspective regarding 
the future opportunities in aviation research. For example, the recent National Plan for Civil Aviation 
Human Factors developed by the Federal Aviation Administration (FAA, March 1995) supports several 
critical areas within aviation. Th is initiative describes the goals, objectives, progress, and challenges for 
both the long- and short-term future of human factors.


Research and application in civil aviation, more specifi cally, the FAA plan, identifi es the following 
fi ve research thrusts: (a) human-centered automation, (b) selection and training, (c) human perfor-
mance assessment, (d) information management and display, and (e) bioaeronautics. Th e primary issues 
in each of the fi rst four thrust areas are summarized in Tables 2.2 through 2.5. Th ese issues certainly 
exemplify the challenges that the human-factors specialists may face in the upcoming years. Th ese are 
the areas that will most certainly receive sponsorship support, as they have been deemed to be impact-
ing the rate of human error-related incidents and accidents.


Researchers are expected to be aware of several changes within the R&D environment in the last 
few years, which may have signifi cant infl uence on new initiatives. Th ese changes will substantially 
change the role of human-factors researchers conducting aviation research. First, there has been an 
increased awareness and sensitivity to the critical importance of the human element in safety. With this 
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FIGURE 2.1 Representation of ideal R&D investment strategy.
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TABLE 2.2 Issues in Human-Centered Automation
Workload 1.  Too little workload in some phases of fl ight and parts of air-traffi  c control (ATC) 


operations to maintain adequate vigilance and awareness of systems status
2.  Too much workload associated with reprogramming when fl ight plans or clearances 


change
3.  Transitioning between diff erent levels of workload, automation-induced complacency, 


lack of vigilance, and boredom on fl ight deck, ATC, and monitoring of system and 
service performance


Operational situation awareness 
and system-mode awareness


1.  Th e ability of operators to revert to manual control when the advanced automation 
equipment fails


2.  An inadequate “cognitive map,” or “situational awareness” of what the system is doing
3.  Problematic recovery from automation failures
4.  Th e potential for substantially increased head-down time
5.  Diffi  culty and errors in managing complex modes


Automation dependencies 
and skill retention


1.  Th e potential for controllers, pilots, and others to over-rely on computer-generated 
solutions (e.g., in air-traffi  c management and fl ight decisions)


2.  Hesitancy of humans to take over from an automated air-traffi  c and fl ight deck system
3.  Diffi  culty in maintaining infrequently used basic and critical skills
4.  Capitalizing on automation-generated alternatives and solutions
5.  Monitoring and evaluating pilot and controller skills where computer-formulated 


solutions disguise skill weaknesses
6.  Supporting diagnostic skills with the advent of systems that are more reliable and 


feature built-in self-diagnostics (e.g., those in “glass cockpit” systems and fully 
automated monitoring systems)


Interface alternatives 1.  Major system-design issues that bridge all the aviation operations including selecting 
and presenting information for eff ective human–computer interface


2.  Devising optimal human–machine interfaces for advanced ATC systems and for fl ight 
deck avionics


3.  Devising strategies for transitioning to new automation technologies without 
degrading individual or contemporary system performance


TABLE 2.3 Issues in Selection and Training
New equipment training 


strategies
1.  Training pilots, controllers, security personnel, and systems management specialists 


to transition to new technologies and the associated tasks for new equipment
2.  New training concepts for fl ight crews, controller teams, security staff s, and system 


management teams
3.  Measuring and training for the performance of new tasks associated with equipment 


predictive capabilities (vs. reactive-type tasks) for pilots and air-traffi  c controllers
4.  Methods to train personnel in the use of computer decision-aiding systems for air and 


ground operations
5.  Improved strategies for providing the required student throughput within training 


resource constraints on centralized training facilities, training devices, and simulation


Selection criteria and methods 1.  Evaluation of individual and aggregate impacts on personnel selection policies of 
changing requirements in knowledge, abilities, skills, and other characteristics for fl ight 
crew, controller, and airway facilities operations associated with planned and potential 
changes in the national airspace system (NAS)


2.  Expanded selection criteria for pilots, controllers, technicians, and inspectors from 
general abilities to include both more complex problem-solving, diagnostic, and 
metacognitive abilities, as well as the social attributes, personality traits, cultural 
orientation, and background biographical factors that signifi cantly infl uence the 
operational performance in a highly automated NAS


3.  Development of measures to evaluate these more complex individual and team-related 
abilities in relation to job/task performance
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TABLE 2.4 Issues in Human Performance Assessment
Human capabilities 


and limitations
Determining the measures and impacts of (a) cognitive factors underlying successful 


performance in planning, task/workload management, communication, and leadership; 
(b) the ways in which skilled individuals and teams prevent and counteract errors; (c) ways to 
reduce the eff ects of fatigue and circadian dysrhythmia on controllers, mechanics, and fl ight 
deck and cabin crews; (d) baseline performance characteristics of controllers to assess the 
impact of automation; and (e) qualifying the relationship between age and skilled 
performance


Environmental impacts 
(external and internal)


1.  Assessing the infl uence of “culture” on human performance, including the impact of diff erent 
organizational and ethnic cultures, management philosophies and structures, and procedural 
styles


2.  Determining methods to accommodate mixed corporate, regional, and national views of 
authority, communication, and discipline


3.  Addressing variations in aviation equipment-design philosophies and training approaches
4.  Understanding the population’s stereotypical responses in aviation operations


Methods for measurement Devising eff ective aviation-system monitoring capabilities with emphasis upon: (a) expansion 
of the collection, usage, and utility of human performance data and databases; 
(b) standardization and improved awareness of critical human-factors variables for improved 
collection, classifi cation, and use of reliable human performance data; (c) standardization of 
classifi cation schemes for describing human-factors problems in human–machine systems; 
(d) better methods and parameters to assess team (vs. individual) performance parameters for 
fl ight and maintenance crews, air-traffi  c controllers, security and aviation operations 
personnel; and (e) improved understanding of relationship between actual performance 
and digital data measurement methodologies for the fl ight deck to predict future air crew 
performance based on trend data


increased understanding, we can observe a renewed interest on safety, even if that results in less fund-
ing for nonsafety-related research. Second, programmatic changes within the organizations, such as 
increased National Aeronautics and Space Administration (NASA) emphasis on aeronautics and DoD 
technology transfer programs, are very likely to generate cooperative agreements between the agencies 
that heretofore had not considered sharing technological advances. Moreover, the emphasis away from 
strictly military applications is obviously one of the “dividends” resulting from the end of the Cold War 
and the draw-down of the military complex. Finally, technological changes in the design and develop-
ment of aviation systems continue at an increasing level of eff ort. Systems are becoming more complex, 
requiring modifi cations to training regimens. Advances in the development of aircraft  structures have 
surpassed the capabilities of the operator to withstand the environmental forces impinging upon him 
or her. Th ese new developments will certainly stimulate innovative eff orts to investigate how to enhance 
the capabilities of the human operator, given the operator’s physiological limitations. Th ese indicate that 
those in the human-factors fi eld must be aware of what these changes are, and, more importantly, of how 
we can be more responsive to the needs of both civilian and military research agencies.


With regard to these ongoing and future challenges, there are several driving factors that contribute 
to the role that aviation human factors will play in the near future. Some of these drivers are: (a) technol-
ogy, (b) demographics, (c) cultural, and (d) economic. Each of these drivers is subsequently discussed in 
the light of its impact on the direction of future aviation research eff orts.


Technology. With the advent of new aircraft  and future changes in the air-traffi  c control systems, we may 
see even higher levels of automation and complexity. However, how these changes impact the operator 
performance and how the system design should be modifi ed to accommodate and minimize human 
error need to be determined. A blend of the best of computer and human capabilities should result in 
some type of human–computer interaction designed to minimize errors.


Demographics. With the military draw-down becoming a reality, there will be fewer pilots trained by 
military sources. Changing the skill levels and other work-related demographics will probably aff ect 
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personnel selection and training of pilots as well as ancillary personnel, that is, controllers, mainte-
nance, and operations. However, how these changes drive the development of new standards and regula-
tions remains to be seen. We have already seen a change from strict adherence to military specifi cations 
in DoD system-acquisition requirements, to industrial standards. Not only is the “learner, meaner” 
workforce the hallmark of the new military, but it also gives justifi cation to support future developments 
in the area of personnel training. Th e acquisition of additional weapon systems will most probably 
decrease, resulting in a redoubling of our eff orts to train the existing personnel to operate the current 
generation of weapon systems to a more optimal and effi  cient level.


Cultural. Opportunities to collaborate with our foreign counterparts will increase, as organizations 
become increasingly international. Th e development of aviation standards and practices will take into 


TABLE 2.5 Issues in Information Management and Display
Information exchange between 


people
1.  Identify requirements for access to critical NAS communications for analysis purposes
2.  Determine the eff ects of pilot response delays in controller situation awareness and 


controller/pilot coordination (particularly with regard to delayed “unable” responses)
3.  Set standards for fl ight crew response to messages
4.  Assess the changes in pilot/controller roles
5.  Enhance the communication training for pilots and controllers
6.  Identify sources, types, and consequences of error as a result of cultural diff erences
7.  Develop system design and procedural solutions for error avoidance, detection, and 


recovery


Information exchange between 
people and systems


1.  Assess and resolve the eff ects of data communications on pilots/controllers situational 
awareness


2.  Determine the best display surfaces, types, and locations for supporting communication 
functions in the cockpit, at the ATC workstation, and at monitoring and system 
maintenance control centers


3.  Identify sources, types, and consequences of error, as well as error avoidance, detection, 
and recovery strategies


4.  Establish requirements and set standards for alerting crew, controller, and system 
management personnel to messages of varying importance


Information displays 1.  Establish policies for operationally suitable communication protocols and procedures
2.  Set standards for display content, format, menu design, message displacement, control 


and interaction of functions, and sharing
3.  Assess the reliability and validity of information-coding procedures
4.  Provide design guidelines for message composition, delivery, and recall
5.  Prescribe the most eff ective documentation and display of maintenance information
6.  Prototype technical information management concepts and automated demonstration 


hardware to address and improve the content, usability, and availability of information 
in fl ight deck, controller, aircraft , maintenance, security, AF system management, and 
aviation operations


Communication processes 1.  Devise methods of reconstructing the situational context needed to aid the analysis of 
communications


2.  Analyze relationships between workload factors and errors in communication
3.  Evaluate changes in information-transfer practices
4.  Set standards and procedures for negotiations and modifi cations to clearances
5.  Establish procedures for message prioritization and response facilitation
6.  Set standards for allocation of functions and responsibilities between pilots, controllers, 


and automated systems
7.  Provide guidelines on the distribution of data to and integration with other cockpit 


systems
8.  Prescribe communication policies related to fl ight phases and airspace, such as use in 


terminal area and at low altitudes
9.  Determine the impact of data communications on crew and controller voice-


communication profi ciency








2-12 Handbook of Aviation Human Factors


account the incompatible cultural expectations that could lead to increased human errors and unsafe 
conditions. We have already observed these developments in the area of air-traffi  c control, and we will 
certainly see analogous eff orts in other areas in the near future.


Economic. Economic factors have vastly aff ected the aerospace industry. Available funding to continue 
R&D eff orts has steadily decreased. Under this kind of austere environment, competition for limited 
research funds is fi erce. Many agencies, especially the military, are cutting back on the development of 
new systems and are now refocusing on improving the training programs to assure a high-level skill 
base, owing to the reduction in available personnel.


Th e role that the human-factors fi eld plays in aviation research is not diff erent from the role it plays 
in any research endeavor. Th e methods, for the most part, remain the same. Th e diff erence lies in the 
impact it has on our everyday lives. In its infancy, human factors focused on the “knobs and dials” issues 
surrounding the aircraft  and aircraft  design. Today, we are faced with more complex issues, compounded 
by an environment that is driving scarce resources into areas that go beyond theoretical pursuits to that 
of practical, applied areas of concentration. However, this does not indicate that this area is not vital, 
progressive, or increasing in scope and value. It merely means that we, as professionals working in the 
fi eld of aviation human factors, have to be aware of the technology gaps and know the best way to satisfy 
the needs of our customers. Th is can be accomplished, but it requires a certain kind of fl exibility and 
visionary research acumen to anticipate what these problems are and the best ways to solve them.


2.6 Major Funding Sources for Aviation Research


In the past, many educational institutions manually searched a selection of sources, from the Commerce 
Business Daily and the Federal Register, to periodicals and agency program directories and indexes that 
were updated on a regular basis. Today, much of this search can be done online, electronically. An array 
of available technologies can signifi cantly improve the ease of retrieval of information in areas, such as 
funding opportunities, announcements, forms, and sponsor guidelines. If you have an Internet connec-
tion of some type, you can fi nd federal opportunities through Federal Information Exchange Database 
(FEDIX), an online database retrieval service about government information for college, universities, 
and other organization. Th e following agencies are included in the FEDIX database:


 1. Department of Energy
 2. ONR
 3. NASA
 4. FAA
 5. Department of Commerce
 6. Department of Education
 7. National Science Foundation
 8. National Security Agency
 9. Department of Housing and Urban Development
 10. Agency of International Development
 11. Air Force Offi  ce of Scientifi c Research


A user’s guide is available from FEDIX that includes complete information on getting started, including 
an appendix of program titles and a list of keywords by the agency.


All the government agencies can also be accessed through the Internet. Most colleges and universi-
ties provide Internet access. Individuals who require their own service need to subscribe to an Internet 
provider, such as America Online or CompuServe. Generally, a subscription service fee is paid which 
may include a specifi ed number of free minutes per month.


In addition to online searches, you may wish to make direct contact with one of the many federal 
sources for research support. Th e DoD has typically funded many human-factors programs. Behavioral 
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and social science research and development are referred to as manpower, personnel, training, and 
human-factors R&D in the DoD.


Although it is beyond the scope of this chapter to review each and every government funding source, 
the following sources would be of particular interest to those conducting aviation human-factors 
research. Th ese agencies can be contacted directly for further information.


U.S. Air Force


Air Force Offi  ce of Scientifi c Research
Life Sciences Directorate
Building 410
Bolling Air Force Base
Washington, DC 20332


Armstrong Laboratory
Human Resources Directorate (AL/HR)
7909 Lindbergh Drive
Brooks AFB, TX 78235–5340


Armstrong Laboratory
Crew Systems Directorate (AL/CF)
2610 7th Street
Wright-Patterson, AFB, OH 45433–7901


ASAF School of Aerospace Medicine
ASAFSAM/EDB
Aerospace Physiology Branch
Education Division
USAF School of Aerospace Medicine
Brooks AFB, TX 78235–5301


U.S. Army


Army Research Institute for the Behavioral and Social sciences
5001 Eisenhower Avenue
Alexandria, VA 22233


U.S. Army Research Laboratory
Human Research & Engineering
Directorate ATTN: AMSRL-HR
Aberdeen Proving Ground, MD 21005–5001


U.S. Army Research Institute of Environmental Medicine
Commander
U.S. Army Natick RD&E Center
Building 42
Natick, MA 01760


Walter Reed Army Institute of Research
ATTN: Information Offi  ce
Washington, DC 20307–5100


U.S. Army Aeronautical Research Laboratory
P.O. Box 577
Fort Rucker, AL 36362–5000
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U.S. Navy


Offi  ce of Naval Research
800 North Quincy Street
Arlington, VA 22217–5000


Space Warfare Systems Center
Code D44
53560 Hull Street
San Diego, CA 92152–5001


Naval Air Warfare Center, Aircraft  Division
Crew Systems
NAS Patuxent River, MD 20670–5304


Naval Air Warfare Center, Training Systems Division
Human Systems Integration
12350 Research Parkway
Orlando, FL 32826–3224


Naval Air Warfare Center, Weapons Division
Crew Interface Systems
NAS China Lake, CA 93555–6000


Naval Health Research Center
Chief Scientist
P.O. Box 85122
San Diego, CA 92138–9174


Naval Aerospace Medical Research Laboratory
NAS Pensacola, FL 32508–5700


Naval Biodynamics Laboratory
Commanding Offi  cer
P.O. Box 29047
New Orleans, LA 70189–0407


Miscellaneous


National Science Foundation
4201 Wilson Boulevard
Arlington, VA 22230


Federal Aviation Administration Technical Center
Offi  ce of Research and Technology Application
Building 270, Room B115
Atlantic City International Airport, NJ 08405
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3.1 A Little History†


One cannot understand the measurement in aviation human factors (HF) without knowing a little about 
its history, which goes back to World War I and even earlier. In that period, new aircraft  were tested at 
fl ight shows and selected partly on the basis of the pilot’s opinion. Th e test pilots were the great fi ghter 
aces, men like Guynemer and von Richtoff en. Such tests were not the tests of the pilot’s performance as 
such, but examined the pilot and his reactions to the aircraft .


Between the wars, HF participation in aviation system research continued (Dempsey, 1985), and the 
emphasis on the Army Air Force was primarily medical/physiological. For example, researchers using 
both animals and men studied the eff ects of altitude and acceleration on human performance. “Angular 
accelerations were produced by a 20 ft -diameter centrifuge, while a swing was used to produce linear 
acceleration” (Moroney, 1995). Work on anthropometry in relation to aircraft  design began in 1935. 
As early as in 1937, a primitive G-suit was developed. Th is was also the period when Edwin Link mar-
keted his fl ight simulator (which became the grandfather of all later fl ight simulators) as a coin-operated 
amusement device.


During World War II, eff orts in aircrew personnel selection led to the Air-Crew Classifi cation Test 
Battery to predict the success in training and combat (Taylor & Alluisi, 1993). Th e HF specialists were 
also involved in a wide variety of activities, including determining human tolerance limits for high-
altitude bailout, automatic parachute-opening devices, cabin pressurization schedules, pressure-breath-
ing equipment, protective clothing for use at high altitudes, airborne medical evacuation facilities, and 
 ejection seats (Van Patten, 1994). Probably, the best-known researcher during World War II was Paul 
Fitts, who worked with his collaborators on aircraft  controls and displays (Fitts & Jones, 1947).


During the 1950s and 1960s, HF personnel contributed to the accommodation of men in jet and 
rocket-propelled aircraft . Under the prodding of the new U.S. Air Force, all the engineering companies 


* It should be noted that our friend and colleague, David Meister, died during the preparation of the second edition and 
his input was sincerely missed. Th e chapter was updated by the second author.


† Th e senior author is indebited to Moroney (1995) for parts of this historical review.
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that bided on the development of military aircraft  had to increase their staff s to include HF specialists, 
and major research projects like the Air Force Personnel and Training Research Center were initiated. 
Although the range of HF investigations in these early days was considered to be limited, Section 3.1.4 
of this chapter shows that it has expanded widely.


3.1.1 The Distinctiveness of Aviation HF Measurement


Despite this relatively long history, the following question may arise: Is there anything that specifi -
cally diff erentiates aviation HF measurement from that of other types of systems, such as surface ships, 
submarines, railroads, tanks, or automobiles? Th e answer to this question is: Except for a very small 
number of specifi c environment-related topics, no, there is not. Except for the physiological areas, such 
as the topics mentioned in the previous historical section, every topic addressed in aviation HF research 
is also addressed in connection with other systems.


For example, questions on workload, stress, and fatigue are raised with regard to other transporta-
tion and even with nontransportation systems. Questions dealing with such present-day “hot” topics in 
aviation research as situational awareness (addressed in Chapter 11) and those dealing with the eff ects of 
increasing automation (see Chapter 7) are also raised in connection with widely diff erent systems, such 
as nuclear power plants.


Hence, what is the need for a chapter on measurement in a text on aviation HF? Although the ques-
tions and methods are much the same as in other fi elds, the aircraft  is a distinctive system functioning 
in a very special environment. It is this environment that makes aviation HF measurement impor-
tant. Owing to this environment, general behavioral principles and knowledge cannot automatically be 
 generalized to the aircraft . Aviation HF measurement emphasizes the context in which its methods are 
employed.


Th erefore, this chapter is not based on general psychological measurement, and only suffi  cient descrip-
tion about the methods employed is provided to enable the reader to understand the way in which the 
methods are used. We have mentioned statistics and experimental design, but not in detail. Even with 
such constraints, the scope of aviation HF measurement is very wide; almost every type of method and 
measure that one fi nds in the general behavioral literature has been used in investigating aviation issues. 
Th ese measurements are largely research-oriented, because, although there are nonresearch measure-
ments in aircraft  development and testing, they are rarely reported in the literature.


3.1.2 Major Measurement Topics


One of the fi rst questions about measurement is: What topics does this measurement encompass? Given 
the broad range of aviation HF research, the list that follows cannot be all-inclusive, but it includes 
the major questions addressed. Owing to space constraints, a detailed description of what is included 
in each category is not provided, although many of these topics are subjects for subsequent chapters. 
Th ey are not listed in any particular order of importance, and the references to illustrative research are 
appended. Of course, each individual study may investigate more than one topic.


 1. Accident analysis
 a. Amount of and reasons for pilot error (Pawlik, Simon, & Dunn, 1991)
 b. Factors involved in aircraft  accidents and accident investigation (Schwirzke & Bennett, 1991)
 2. Controls and displays
 a. Th e eff ect of automation on crew profi ciency (e.g., the “glass cockpit”; McClumpha, James, 


Green, & Belyavin, 1991)
 b. Perceptual cues used by fl ight personnel (Battiste & Delzell, 1991)
 c. Checklists and map formats; manuals (Degani & Wiener, 1993)
 d. Cockpit display and control relationships (Seidler & Wickens, 1992)
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 e. Air-traffi  c control (ATC) (Guidi & Merkle, 1993)
 f. Unmanned aerial vehicles (Gawron & Draper, 2001)
 3. Crew issues
 a. Factors leading to more eff ective crew coordination and communication (Conley, Cano, & 


Bryant, 1991)
 b. Crew health factors, age, experience, and sex diff erences (Guide & Gibson, 1991)
 4. Measurement
 a. Eff ects and methods of predicting pilot workload, stress, and fatigue (Selcon, Taylor, & 


Koritsas, 1991)
 b. Measurement in system development, for example, selection among alternative designs and 


evaluation of system adequacy (Barthelemy, Reising, & Hartsock, 1991)
 c. Situational awareness (see Chapter 11)
 d. Methods of measuring pilot performance (Bowers, Salas, Prince, & Brannick, 1992)
 5. Selection and training
 a. Training, training devices, training-eff ectiveness evaluation, transfer of training to opera-


tional fl ight (Goetti, 1993)
 b. Design and use of simulators (Kleiss, 1993)
 c. Aircrew selection, such as determination of factors predicting pilot performance (Fassbender, 


1991)
 d. Pilot’s personality characteristics (Orasanu, 1991)
 e. Pilot’s decision-making and information processing: fl ight planning; pilot’s mental model 


(Orasanu, Dismukes, & Fischer, 1993)
 f. Evaluation of hand dominance on manual control of aircraft  (Gawron & Priest, 1996)
 g. Airplane upset training (Gawron, Berman, Dismukes, & Peer, 2003)
 6. Stressors
 a. Eff ects of environmental factors (e.g., noise, vibration, acceleration, lighting) on crew perfor-


mance (Reynolds & Drury, 1993)
 b. Eff ects of drugs and alcohol on pilot performance (Gawron, Schifl ett, Miller, Slater, & Ball, 


1990)
 c. Methods to minimize air sickness (Gawron & Baker, 1994)
 d. High g environments and the pilot (Gawron, 1997)
 e. Psychological factors (Gawron, 2004)
 7. Test and evaluation
 a. Evaluation of crew profi ciency (McDaniel & Rankin, 1991)
 b. Evaluation of the human-engineering characteristics of aircraft  equipment, such as varying 


displays and helmets (Aretz, 1991)
 c. Lessons learned in applying simulators in crew-station evaluation (Gawron, Bailey, & Lehman, 


1995)


3.1.3 Performance Measures and Methods


Aviation HF measurement can be categorized under four method/measure headings: fl ight perfor-
mance, nonfl ight performance, physiological, and subjective. Before describing each category, it may be 
useful to mention about how to select them. For convenience, we refer to all the methods and measures 
as metrics, although there is a sharp distinction between them. Any individual method can be used with 
many diff erent measures.


Numerous metric-selection criteria exist, and the most prominent ones are validity (how well does the 
metric measure and predict operational performance) and reliability (the degree to which a metric repro-
duces the same performance under the same measurement conditions consistently). Others include 
detail (does it refl ect performance with suffi  cient detail to permit meaningful analysis?), sensitivity 
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(does it refl ect signifi cant variations in performance caused by task demands or environment?), diagnos-
ticity (does it discriminate among diff erent operator capacities?), intrusiveness (does it cause degradation 
in task performance?), requirements (what does it require in system resources to use it?), and personnel 
acceptance (will the test personnel tolerate it?). Obviously, one would prefer a metric that, with all the 
other things being equal, is objective (is not mediated by a human observer) and quantitative (capable of 
being recorded in numerical format). Cost is always a signifi cant factor.


It is not possible to make unequivocal judgments of any metric outside the measurement context in 
which it will be used. However, certain generalizations can be made. With all the other things being 
equal, one would prefer objective to subjective, and nonphysiological to physiological metrics (because 
the latter oft en require expensive and intrusive instrumentation, and in most cases, have only an indi-
rect relationship to performance), although if one is concerned with physiological variables, they can-
not be avoided. Any metric that can be embedded in the operator’s task and does not degrade the task 
performance is preferable. Th e cheaper metric is (less time to collect and analyze data) considered better. 
Again, with all other factors being equal, data gathered in operational fl ight or operational environment 
are preferred than those collected nonoperationally.


3.1.3.1 Flight Performance Metrics


Th e following paragraph is partly based on the study by Hubbard, Rockway, and Waag (1989). As pilot 
and aircraft  are very closely interrelated as a system, the aircraft  state can be used as an indirect measure 
to determine how the pilot performs in controlling the aircraft . In state-of-the-art simulators and, to a 
slightly lesser extent, in modern aircraft , it is possible to automatically obtain the measures of aircraft  
state, such as altitude, deviation from glide slope, pitch roll and yaw rates, airspeed, bank angle, and so 
forth. In a simulator, it is possible to sample these parameters at designated intervals, such as fractions 
of a second. Th e resultant time-series plot is extremely useful in presenting a total picture of what hap-
pens to the pilot/aircraft  system. Th is is not a direct measurement of the pilot’s arm or hand actions, or 
the perceptual performance, but is mediated through the aircraft ’s instrumentation. However, measure-
ment of arm and hand motions or the pilot’s visual glances would be perhaps a little too molecular and 
probably would not be measured, except under highly controlled laboratory conditions. Th e reader can 
refer to Chapter 14 that discusses the capabilities of the simulator in measurement of aircrew perfor-
mance. Measurement within the operational aircraft  has been much expanded, as aircraft  such as the 
F-16, have become highly computer-controlled.


As the pilot controls the aircraft  directly, it is assumed that deviations from specifi ed fl ight perfor-
mance requirements (e.g., a given altitude, a required glide slope) represent errors directly attributable 
to the pilot, although one does not obviously measure the pilot’s behavior (e.g., hand tremor) directly. 
Th is assumes that the aircraft  has no physical malfunctions that would impact the pilot’s performance.


In the case where the pilot is supposed to react to a stimulus (e.g., a topographic landmark) appearing 
during the fl ight scenario, the length of the time that the pilot takes to respond to that stimulus is also 
indicative of the pilot’s skill. Reaction time and response duration measures are also valuable in measur-
ing the pilot’s performance.


Th e time-series plot may resemble a curve with time represented horizontally and aircraft  state shown 
vertically. Such a plot is useful in determining when and for how long a particular parameter is out of 
bounds. Such plots can be very useful in a simulator when a stimulus condition like wind gust or aircraft  
malfunction is presented; the plot indicates how the pilot has responded. In pilot training, these plots 
can be used as feedback for debriefi ng the students.


In the study on fl ight performance, researchers usually compute summary measures based on data 
that have been sampled in the course of the fl ight. Th is is necessary, because large amounts of data must 
be reduced to a number that can be more readily handled. Similarly, the fl ight course is characteristi-
cally broken up into segments based on the tasks to be performed, such as straight and level portions, 
ridge crossings, turns, and so on. Subsequently, one can summarize the pilot’s performance within the 
designated segment of the course.
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One of the most common summary metrics is root mean square error (RMSE), which is computed 
by taking the square root of the average of the squared error or deviation scores. A limitation of RMSE 
is that the position information is lost. However, this metric is oft en used. Two other summary metrics 
are the mean of the error scores (ME) and the standard deviation of those scores (SDE). Th e RMSE 
is completely defi ned by ME and SDE, and according to Hubbard et al. (1989), the latter are preferred 
because RMSE is less sensitive to diff erences between the conditions and more sensitive to measure-
ment bias.


Th ere are many ways to summarize the pilot’s performance, depending on the individual mission 
goals and pilot’s tasks. In air-combat maneuvering, for example, the number of hits and misses of the 
target and miss distance may be based on the nature of the mission. Th e method and measure selected 
are determined by the questions that the investigator asks. However, it is possible, as determined by 
Stein (1984), to develop a general-purpose pilot performance index. Th is is based on the subject experts 
and is revised to eliminate those measures that failed to diff erentiate experienced from novice pilots. 
Another example is from a study evaluating airplane upset recovery training methods (Gawron, 2002) 
(see Table 3.1). One can refer to Berger (1977) and Brictson (1969) for examples of studies in which fl ight 
parameters were used as measures to diff erentiate diff erent conditions.


TABLE 3.1 Measures to Evaluate Airplane Upset Training Methods


Number Data Defi nition


1 Time to fi rst rudder input Time from start-event marker to change in the rudder 
position


2 Time to fi rst throttle input Time from start-event marker to change in the throttle
3 Time to fi rst wheel column input Time from start-event marker to change in the wheel column 


position
4 Time to fi rst autopilot input Time from start-event marker to change in the autopilot 


disengagement
5 Time to fi rst input Shortest of measures 1–4
6 Time to fi rst correct rudder input Time from start-event marker to change in the rudder 


position
7 Time to fi rst correct throttle input Time from start-event marker to change in the throttle
8 Time to fi rst correct wheel column input Time from start-event marker to change in the wheel column 


position
9 Time to recover Time from start-event marker to end-event marker


10 Altitude loss Altitude at start time minus altitude at wings level
11 Procedure used to recover the aircraft Video of evaluation pilot’s actions from start-event marker 


to end-event marker
12 Number of correct actions in recovery Sum of the number of correct actions executed in the correct 


sequence
13 Number of safety trips tripped 


(per fl ight)
Number of the safety trips tripped summed across each evaluation 


pilot (including safety pilot trips)
14 Number of correct fi rst inputs Number of correct fi rst inputs summed across each of the fi ve 


groups
15 Number of fi rst correct pitch inputs Number of fi rst correct pitch inputs summed across each of the fi ve 


groups
16 Number of fi rst correct roll inputs Number of fi rst correct roll inputs summed across each of the fi ve 


groups
17 Number of fi rst correct throttle inputs Number of fi rst correct throttle inputs summed across each of the 


fi ve groups


Source: Gawron, V.J., Airplane upset training evaluation report (NASA/CR-2002-211405). National Aeronautics and Space 
Administration, Moff ett Field, CA, May 2002.
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Th e crew-station evaluation process is not standardized, with a variety of metrics and procedures being 
used (Cohen, Gawron, Mummaw, & Turner, 1993). As a result, data from one fl ight test are oft en not com-
parable with those of another. A computer aided engineering (CAE) system was developed to provide both 
standardized metrics and procedures. Th is system, the Test Planning, Analysis and Evaluation System, or 
Test PAES, provides various computerized tools to guide the evaluation  personnel, who, in many cases, 
are not measurement specialists. Th e tools available include a measures database, sample test plans and 
reports, questionnaire development and administration tools, data-analysis tools, multimedia data analy-
sis and annotation tools, graphics, and statistics as well as a model to predict system performance in the 
fi eld based on simulation and test data.


3.1.3.2 Nonfl ight Performance Metrics


Certain performances are not refl ected in aircraft  state. For example, the aircrew may be required to 
communicate on takeoff  or landing with ATC, to use a radar display or direct visualization to detect 
possible obstacles, or to perform contingency planning in the event of an emergency. Each such non-
fl ight task generates its own metric. Examples include content analysis of communications or speed of 
the target detection/acquisition or number of correct target identifi cations.


All fl ight performance metrics must be collected during an operational or a simulator fl ight; non-
fl ight metrics can be used at any time during an operational or simulated fl ight following that fl ight (on 
the ground), or can be used in a nonfl ight environment, such as a laboratory. Some nonfl ight metrics are 
related to fl ight, but do not measure a specifi c fl ight. An example is a summary measure of eff ectiveness, 
such as the number of fl ights or other actions performed by the pilot to achieve some sort of criterion 
(mostly in training). In the study of map displays or performance of map-of-the earth helicopter fl ight, 
the pilot may be asked to draw a map or make time or velocity estimates. Researchers have developed 
extensive lists of measures (Gawron, 2002; Meister, 1985) from which one can select those that appear 
appropriate for the task to be measured. Review of the papers in the literature of aviation psychology (see 
the references at the end of this chapter) may suggest others.


Th e metrics referred to so far are an integral part of the fl ight task, but there are also those that are 
not, which are used purely for research purposes, and therefore, are somewhat artifi cial. Th e emphasis 
on pilot workload studies during the 1980s, for example, created a great number of subjective workload 
metrics (see Chapter 7). Besides the well-known scales such as subjective workload assessment technique 
(SWAT) or task load index (TLX) (Vidulich & Tsang, 1985), which require the pilot to rate his or her 
own performance, there are other scales that demand the pilots to perform a second task (in addition to 
those required for fl ight), such as sort cards, solve problems, make a choice reaction, or detect a specifi c 
 stimulus event. Th e problem that one faces with secondary tasks is that in the actual fl ight situation, 
they may cause deterioration of performance in the primary fl ight task, which could be dangerous. Th is 
objection may not be pertinent in a fl ight simulator. In general, any secondary task that distracts the 
pilot from fl ight performance is undesirable in actual fl ight.


Performance measures taken aft er the fl ight is completed, or where a copilot takes the controls while 
the pilot performs a research task, are safer. Measurement of fl ight performance variables is usually 
accomplished by sensors linked to a computerized data collection system. Such instrumentation is not 
available for measurement of nonfl ight performance variables. Th e following is a description of the 
instrumentation that could be particularly useful for aviation HF variables.


Although there are many instruments that can measure human performance variables and the mea-
surement environment (e.g., photometer, thermometer, sound-level meter, vibration meter, and  analyzer; 
American Institute for Aerospace and Aeronautics, 1992, describes these in more detail), two are of 
particular interest for us. Th e accelerometer, such as a strain gauge or piezoelectric-force transducer, 
is a device that measures the acceleration along one or more axes. Obviously, such a device would be 
necessary for any study of G-forces. However, more commonly used device is the video recorder, which 
is becoming increasingly popular for providing records of visual and audio-operator performance for 
posttest analysis. A complete system includes a camera, video recorder, and monitor (Crites, 1980).
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3.1.3.3 Physiological Measures


Only a relatively small percentage of aviation HF studies use physiological instrumentation and mea-
sures, because such measures are useful only when the variables being studied involve a physiological 
component. In particular, studies involve acceleration (McCloskey, Tripp, Chelette, & Popper, 1992), 
hypoxia, noise level, fatigue (Krueger, Armstrong, & Cisco, 1985), alcohol, drugs, and workload. One of 
the most complete reviews of physiological measures is a North Atlantic Treaty Organization (NATO) 
report edited by Caldwell, Wilson, Centiguc, Gaillard, Gundel, Legarde, Makeig, Myhre, and Wright 
(1994).


Table 3.2 from the work by Meister (1985) lists the physiological measures associated with the major 
bodily systems. Heart rate and heart-rate variability have been the most commonly used physiological 
assessment methods, primarily because they are relatively nonintrusive and portable devices for record-
ing these data are available. Th ese metrics have been employed in a number of in-fl ight studies involving 
workload (Hart & Hauser, 1987; Hughes, Hassoun, Ward, & Rueb, 1990; Wilson & Fullenkamp, 1991; 
Wilson, Purvis, Skelly, Fullenkamp, & Davis, 1987). Itoh, Hayashi, Tsukui, and Saito (1989) and Shively 
Battiste, Matsumoto, Pepitone, Bortolussi, and Hart (1987) have demonstrated that heart-rate variability 
can discriminate diff erences in the workload imposed by fl ight tasks.


Nevertheless, all these metrics have certain disadvantages. Many of them require intrusive instru-
mentation, which may not be acceptable in an actual fl ight environment. However, they are more 
 supportable in a simulator. For example, in a simulator or study of helicopter crew performance, stress, 
and fatigue over a week-long fl ight schedule, Krueger et al. (1985) had three electrocardiogram chest 
electrodes wired to a monitoring system to assess the heart rate and heart-rate variability as indicators 
of alertness. Oral temperatures were taken at approximately 4 h intervals, and urine specimens (for 
catecholamines) were provided at 2 h intervals between the fl ights. Illustrative descriptions of physi-
ological studies in the fl ight simulator have also been provided by Morris (1985), Armstrong (1985), and 
Lindholm and Sisson (1985).


Unfortunately, the evidence for the relationship between physiological and performance indices is 
at best, ambiguous. Oft en, the meaning of such a relationship, even when it is documented, is unclear. 
Moreover, the sensitivity of these metrics to possible contaminating conditions, for example, ambient 
temperature, is very high.


TABLE 3.2 Physiological Measures of Workload


System Measure


Cardiovascular system * Heart rate
* Heart-rate variability (sinus 


arrhythmia)
* Blood pressure
Peripheral blood fl ow
* Electrical changes in skin


Respiratory system * Respiration rate
Ventilation
Oxygen consumption
Carbon dioxide estimation


Nervous system * Brain activity
* Muscle tension
* Pupil size
Finger tremor
Voice changes
Blink rate


Biochemistry * Catecholamines


Note: Th ose measures most commonly used have been indicated 
by an asterisk.
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3.1.3.4 Subjective Measures


Subjective measures (whatever one may think about their validity and reliability) have always been and 
still are integral parts of aviation HF measurement. As mentioned previously, during World War I, 
ace fi ghter pilots like Guynemer and von Richtoff en were employed to evaluate the handling qualities 
of prototype aircraft . Ever since the fi rst aviation school was established, expert pilots have been used 
not only to train, but also to evaluate the performance of their students. Even with the availability of 
sophisticated, computerized instrumentation in the test aircraft , the pilot is routinely asked to evaluate 
handling qualities. Automated performance measurement methods, although highly desirable, cannot 
entirely replace subjective techniques (Vreuls & Obermayer, 1985).


Muckler (1977) pointed out that all measurement is subjective at some point in test development; 
the objective/subjective distinction is a false issue. Th erefore, the problem is to fi nd ways to enhance 
the adequacy of the subjective techniques. Th ere is need for more research to develop more adequate 
 methods, to train and calibrate expert observers.


Th e subjective techniques described in the research literature include interviews, questionnaire sur-
veys, ratings and rankings, categorization, and communications analyses. Subjective data, particularly 
ratings, are characteristically used to indicate pilot preference, performance evaluations, task diffi  culty, 
estimates of distance traveled or velocity, and, in particular, workload, which is one of the “hot” topics 
in aviation HF research.


Owing to the variability in these subjective techniques, eff orts have been made to systematize them 
quantitatively in scales of various sorts (for a discussion of scales, see Meister, 1985 or Gawron, 2000). 
Th e Likert 5-point scale (e.g., none, some, much, very much, all) is a very common scale that can be 
created in moments, even by someone who is not a psychometrician. However, the validity of such self-
created scales may be susceptible. Development of valid and reliable scales requires prior research on the 
dimensions of the scale, and empirical testing and analysis of the test results. Most complex phenomena 
cannot be scaled solely on the basis of a single dimension, because most behavior of any complexity 
is multidimensional. Th e interest in measurement of workload, for example, has created a number of 
multidimensional scales: SWAT, which has been used extensively in simulated and actual fl ight (see 
American Institute of Aeronautics and Astronautics, 1992, pp. 86–87), has three scalar dimensions: 
time load, mental eff ort load, and psychological stress. Th e scales, either individually or as a part of the 
questionnaire surveys, have probably been used more frequently as a subjective measurement device 
than any other technique, as it is diffi  cult to quantize interviews, except as part of formal surveys, in 
which case they turn into rating/ranking scales.


3.1.4 Characteristics of Aviation HF Research


What has been described so far is somewhat abstract and only illustrative. One may wonder how can one 
describe the aviation HF measurement literature as a whole?


One way to answer this question is to review the recent literature in this area. Th e fi rst author exam-
ined the Proceedings of the Human Factors and Ergonomics Society (HFES) in 1990, 1991, 1992, and 
1993, and the journal that the society publishes, Human Factors, for the same period, for all the studies 
of aviation HF variables. To check on the representativeness of these two sources, the 1991 Proceedings 
of the International Symposium on Aviation Psychology, sponsored by Ohio State University (OSU), were 
examined. One hundred and forty-four relevant papers were found in the HFES Proceedings and the 
journal, and 87 papers were found in the OSU Proceedings. Only papers that described specifi c mea-
surement were included in the sample. Th ose that were reviews of the previous measurement research 
or described the prospective research were excluded. Th ose papers selected as relevant were content-
analyzed by applying seven taxonomies:


 1. General topic, such as fl ight, navigation, design, workload
 2. Specifi c topic, such as situational awareness
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 3. Measures employed, such as tracking error, reaction time
 4. Measurement venue, such as laboratory, simulator, operational fl ight
 5. Type of subject, such as pilot, air-traffi  c controllers, nonfl ying personnel
 6. Methodology, such as experiment, questionnaire, observation, incident reports
 7. Statistical analysis employed, such as analysis of signifi cance of diff erences, correlation, factor 


analysis, etc.


Owing to space constraints, the listing of all the taxonomic categories employed is not provided, because 
of their large number. Th e categories were developed on the basis of the individual papers themselves. 
Th e numbers by category are: general topic (47); specifi c topic (71); measures (44); measurement venue 
(8); subject type (12); methodology (16); and statistical analysis (16). Th e categories were not mutually 
exclusive. Every category that could describe a particular paper was counted. For example, if a paper dealt 
with instrument scanning and in the process, described the visual factors involved in the scanning, both 
the categories were counted. Th us, categories overlapped, but the procedure employed resulted in a more 
detailed measurement picture, than would otherwise be the case. Only those categories that described 5% 
or more of the total number of papers are listed in the following tables. As the number of these categories 
is small when compared with the total number of categories reported, it is apparent that although aviation 
HF measurement is extensive in its subject and its tools, it is not very intensive, except in relatively few 
areas. Th ese presumably are the areas that most excite the funding agencies and individual researchers.


An analysis was performed to ensure that the two data sources (HFES and OSU) were not so diff erent 
such that they could not be combined. Roughly, the same data patterns could be discerned (broad but 
not intensive), although there were some diff erences of note. For example, the OSU sample dealt much 
more with fl ight-related topics than HFES (OSU 72%, HFES 35%). Such diff erences could be expected, 
because the two sources were drawn from diff erent venues (e.g., OSU is international, HFES almost 
exclusively American; OSU preselects its topic areas, HFES does not). Th erefore, the diff erences were not 
considered suffi  cient to make combination impossible.


Of the 47 categories under “general topic,” 13 met the 5% criterion. Th ese are listed in Table 3.3, 
which indicates that most of the researches were basic. Th is means that the researches dealt with general 
principles rather than specifi c applications. Applied researches (see Table 3.4) were only 11% of the total 
number of researches. Both basic and applied researches totaled to 91%. Th e fact that the fi gures do not 
add to 100% simply indicates that a small number of papers, although dealing with measurement, did 
not involve empirical research. Th e second point is that only half the papers presented dealt directly 
with fl ight-related topics; the others involved activities incident to or supportive of the fl ight, but not 
directly the fl ight. For example, 10% of the papers dealt with ATC, which is of course necessary for avia-
tion, but which has its own problems.


TABLE 3.3 General Topic Categories
1. Military or commercial fl ight 50% 113 papers
2. Design 10% 23 papers
3. Workload/stress 8% 17 papers
4. Air-traffi  c control 10% 23 papers
5. Training 14% 32 papers
6. Automation 8% 18 papers
7. Basic research 80% 189 papers
8. Instrument scanning 7% 16 papers
9. Visual factors 9% 20 papers


10. Evaluation 6% 13 papers
11. Accidents 6% 14 papers
12. Applied research 11% 25 papers
13. Pilot personality 5% 12 papers








3-10 Handbook of Aviation Human Factors


Table 3.4 lists the 16 specifi c topics that were most descriptive of the papers reviewed. As one can 
see, only 16 categories out of the 71 met the 5% criterion. Although the table reveals a wide assortment 
of research interests, only three, namely, display design/diff erences, perceptual cues (related to display 
design), and workload, are described in a relatively large number of papers.


Table 3.5 describes the measures employed by researchers. Of the 44 measures found, only 10 satisfi ed 
the 5% criterion. Of course, many studies included more than one type of measure. Obviously, error and 
time are the most common measures. Th e frequency and percentage of measures was the most common 
statistical treatment of these measures. Th e relatively large number of ratings of, for example, attributes, 
performance, preferences, similarity, diffi  culty, and so on, attest to the importance of subjective mea-
sures, particularly when these are used in a workload measurement context (e.g., SWAT, TLX).


Table 3.6 describes about where the measurements took place. Of the nine categories, fi ve met the 5% 
criterion. Th is is because, a laboratory does not simulate any of the characteristics of the fl ight; however, 
a full-scale simulator with at least two degrees of motion may achieve this. Furthermore, a part-task 
simulator or simulated display reproduces some part of the cockpit environment. In addition, some 
measures were taken in-fl ight. In the case where the measurement venue is unimportant, the situation 
was usually one in which questionnaire surveys were administered by mail or elsewhere.


Th ere is great reliance on fl ight simulators, both full-scale and part-task, but in many cases, there exists 
no fl ight relationship at all (e.g., the laboratory). Th e fact that only 26 of the 231 papers dealt with the actual 


TABLE 3.4 Specifi c Topic Categories
1. Display design/diff erences 21% 50 papers
2. Transfer of training 5% 11 papers
3. Personnel error 6% 14 papers
4. Personnel demographics 5% 12 papers
5. Perceptual cues 16% 36 papers
6. Decision-making 6% 13 papers
7. Workload 14% 33 papers
8. Communications 6% 14 papers
9. Coding 5% 11 papers


10. Tracking 9% 21 papers
11. Crew coordination 5% 12 papers
12. Incidents 6% 14 papers
13. Head-up displays (HUD)/


helmet-mounted displays (HMD)
5% 12 papers


14. Mental model 8% 17 papers
15. Dual tasks 6% 13 papers
16. Cognition 6% 13 papers


TABLE 3.5 Measures Employed
1. Reaction time 13% 31 papers
2. Response duration 16% 48 papers
3. Response error 33% 76 papers
4. Tracking error 12% 29 papers
5. Frequency, percentage 33% 80 papers
6. Ratings 30% 66 papers
7. Interview data 5% 11 papers
8. Workload measure 8% 18 papers
9. Flight performance variables 10% 22 papers


10. Categorization 8% 17 papers
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fl ight environment in the air is somewhat surprising, because measurements taken outside that environment 
are inevitably artifi cial to a greater or lesser extent. Of the 12 categories describing the type of subject used 
in these studies, only three were signifi cant: 60% of the subjects were pilots (140 papers), 33% (75 papers) of 
the subjects were nonfl ying personnel (college students, government workers, the general public), and 9% 
(20 papers) were air-traffi  c controllers. Th e fact that the largest proportion of the subjects is pilots is not at 
all surprising, but the relatively large number of nonfl ying personnel is somewhat daunting.


Nine of the 16 categories under the heading of methodology (Table 3.7) met the 5% criterion. As one 
would expect, more than half the number of papers published were experimental in nature. What was 
somewhat less expected was the large number of studies that were not experimental, although there was 
some overlap, because some of the experimental studies did make use of nonexperimental methodology 
in addition to the experiment. Th ere was heavy reliance on subjective techniques, observation, question-
naires, interviews, and self-report scales. Pilot opinion was, as it has always been, extremely important in 
aviation.


Of the 16 statistical analysis categories, 4 were most frequently employed (Table 3.8). Again, as one 
would expect, the tests of the signifi cance of diff erences between the conditions or groups were observed 
in most of the analyses. Th e percentage might have even been greater if one included such tests as mul-
tiple regression, discriminant analysis, or factor analysis in this category. Although the categories in 
this content area tend to overlap, the relatively large number of studies in which the analysis stopped at 
frequency and percentage should be noted.


What does this review tell us about the nature of aviation HF research? Th e large number of topics, 
both general and specifi c, ranging from information processing to geographical orientation, electro-
encephalography, and pilot attitudes (note: only a few topics taken at random), indicates that many 


TABLE 3.6 Measurement Venue
1. Laboratory (not simulator) 16% 36 papers
2. Full-scale simulator 23% 52 papers
3. Part-task simulator or simulated displays 27% 63 papers
4. Operational fl ight 11% 26 papers
5. Irrelevant 16% 46 papers


TABLE 3.7 Methodology
1. Experiment 54% 126 papers
2. Observation 12% 29 papers
3. Questionnaire survey 16% 48 papers
4. Rating/ranking scale 30% 65 papers
5. Performance measurement (general) 21% 50 papers
6. Interviews 10% 22 papers
7. Physical/physiological data recording 8% 17 papers
8. Analysis of incident reports 8% 17 papers
9. Verbal protocol analysis 5% 11 papers


TABLE 3.8 Statistical Analysis
1. Tests of signifi cance of diff erences 67% 155 papers
2. Correlation 70% 22 papers
3. Frequency, percentage 24% 56 papers
4. None 5% 12 papers
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areas have been examined, but very few have been studied intensively. Th e major concerns are the basic 
research, as it relates to fl ight and displays. In spite of the fact that presumably automation (the “glass 
cockpit”), situational awareness, and workload are all “hot” topics in the aviation research community, 
they received only a modest degree of attention. If one adds up all the topics that deal with sophisticated 
mental processes (e.g., decision-making, mental models, and cognition) along with crew coordination, 
it can be observed that a fair bit of attention is being paid to the higher-order behavioral functions. Th is 
represents some change from the earlier research areas.


Most of the behavioral research in aviation is conducted on the ground, for obvious reasons: non-
availability of aircraft  and cost of fl ights. Another reason is perhaps that much of the research deals 
with cockpit or display variables, which may not require actual fl ight. Reliance on opinion expressed 
in questionnaires, incident/accident reports, and full-scale simulators diminishes the need to measure 
in the actual fl ight. It may also refl ect the fact that behavioral research, in general (not only in aviation), 
rarely takes place in the operational environment, which is not conducive to sophisticated experimental 
designs and instrumentation. However, this leaves us with the question on whether results achieved on 
the ground (even with a high degree of simulation) are actually valid with respect to fl ight conditions. 
Case studies comparing the ground and in-fl ight evaluations have been carried out by Gawron and 
Reynolds (1995). Th e issue of generalizability to fl ight is compounded by the fact that one-third of all the 
subjects employed in these studies were not fl ying personnel.


Th e HF research in aviation is not completely devoted to an experimental format; only half the studies 
reported were of this type. It is remarkable that with a system whose technology is so advanced, there is 
so much reliance on nonexperimental techniques and subjective data.


3.1.5 Summary Appraisal


Th is review of the aviation HF literature suggests that future research should endeavor to concentrate 
on key issues to a greater extent than in the past. “Broad but shallow” is not a phrase one would wish 
to describe that research in general. One of the key issues in aviation HF research (as it should be in 
general behavioral research as well) is that of the eff ects of automation on human performance. It seems 
inevitable that technological sophistication will increase in the coming century and that some of that 
sophistication will be represented on the fl ight deck. Its eff ects are not uniformly positive, and hence, the 
match between human and the computer in the air must be explored more intensively.


Another recommendation based on the literature review is that the results achieved in the simulator 
should be validated in the air. Simulators have become highly realistic, but they may lack certain features 
that can be found only in-fl ight. Th e frequency with which part-task simulators and laboratories are used 
in aviation HF research makes one wonder whether the same eff ects will be precisely found in actual 
fl ight. It is true that in behavioral research as a whole, there is little validation in the operational context 
of eff ects found in the laboratory, but fl ight represents a critically distinct environment in which most 
aviation behavioral studies are conducted, as shown in the case studies by Gawron and Reynolds (1995).


A similar recommendation refers to test subjects. Although it is true that the majority of the subjects 
in the studies reviewed were pilots, it is somewhat disturbing to see the large number of nonfl ying 
personnel who were also used for this purpose. It is true that almost all nonpilots were employed as 
subjects in nonfl ight studies, such as those of displays, but if one believes that the experience of piloting 
is a distinctive one, it is possible that such experience generalizes to and subtly modifi es the nonpiloting 
activities. In any event, this issue must be addressed in empirical research.


Finally, we noted that the highest percentage of studies dealt with fl ight variables, and this is quite 
appropriate. However, the comparative indiff erence to other aviation aspects is somewhat disturbing. 
In recent years, increasing attention is being given to ground maintenance in the aviation research, but 
proportionately, this area, although critical to fl ight safety, is underrepresented. However, ATC has been 
observed to receive more attention, probably because of the immediacy of the relationships between 
ATC personnel and pilots. We would recommend a more intensive examination of how well the ground 








Measurement in Aviation Systems 3-13


maintainers function and the factors that aff ect their effi  ciency, and a good start can be made from the 
Aviation Maintenance Human Factors Program at the Federal Aviation Administration (Krebs, 2004). 
Furthermore, a little more attention to fl ight attendants and passengers too, may also be necessary. 
Th ough the role of the passenger in fl ight is a very passive one, on long-distance fl ights, particularly, the 
constraints involved in being a passenger are very evident.
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4.1 Background


Rapid advances in soft ware and hardware have provided the capability to develop very complex  systems 
that have highly interrelated components. Although this has permitted signifi cant effi  ciency and has 
allowed the development and operation of systems that were previously impossible (e.g., negative stability 
aircraft ), it has also brought the danger of system-induced catastrophes. Perrow (1984) argued that highly 
coupled complex systems (i.e., having highly interdependent components) are inherently unstable with a 
disposition toward massive failure. Th is potential instability has made the human factors-based evalua-
tion more important than it has been in the past; while the component coupling had made the traditional 
modular evaluation methods obsolete.


Systems that are highly coupled can create new types of failures. Th e coupling of components that 
were previously independent can result in unpredicted failures (Wise & Wise, 1995). With more sys-
tems being coupled, the interdisciplinary issues have become more critical. For example, there is a 
possibility that new problems could reside in the human–machine interface where disciplines meet and 
interact. It is in these intellectual intersections that new compromises and cross-discipline trade-off s 
will be made. Furthermore, new and unanticipated human factors-based failures may be manifested 
in these areas.


As systems grow in both complexity and component interdependence, the cost of performing 
 adequate testing is rapidly approaching a critical level. Th e cost of certifi cation in aviation has been 
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a signifi cant cost driver. Th e popular aviation press is continually publishing articles on an aviation 
part (e.g., an alternator) that is exactly the same as an automobile part (i.e., comes off  exactly the same 
assembly line), but costs two to three times more owing to the aviation certifi cation costs. Th erefore, 
human factors-based verifi cation, validation, and certifi cation methods must not only be eff ective, but 
also be cost-eff ective.


“Technically adequate” human factors testing may not even be suffi  cient or even relevant for a system 
to become safely operational. Th e political and emotional issues associated with the acceptance of some 
technically adequate systems (e.g., nuclear power, totally automatic public transportation systems) must 
also be considered. For many systems, the human factors evaluation must answer questions beyond 
safety and reliability, such as “What type of evaluation will be acceptable to the users and the public?,” 
“How much will the public be willing to spend to test the system?,” and “What level of security and reli-
ability will they demand from the system?” In the wake of the September 11, 2001 terror attacks, public 
scrutiny of aviation systems and security procedures has increased. Th e threat of aircraft -related terror 
acts has added a new dimension to the evaluation of passenger safety, with the introduction of inten-
tional system incidents or accidents.


In spite of the fact that the importance of human factors-based evaluation of the complex systems 
is increasing, the processes by which it is accomplished may be the most overlooked aspect of system 
development. Although a considerable number of studies have been carried out on the design and 
development process, very little organized information is available on how to verify and validate highly 
 complex and highly coupled dynamic systems. In fact, the inability to adequately evaluate such systems 
may become the limiting factor in society’s ability to employ systems that our technology and knowl-
edge will allow us to design.


Th is chapter is intended to address issues related to human factors underpinnings of system evaluation. 
To accomplish this goal, two general areas have been addressed. Th e fi rst section addresses the basic philo-
sophical underpinnings of verifi cation, validation, and certifi cation. Th e second is a simple description of 
the basic behavioral-science statistical methods. Th e purpose of this section is to provide the statistically 
naïve reader with a very basic understanding of the interpretation of results using those tools.


4.2 Defi nitions


Verifi cation and validation are very basic concepts in science, design, and evaluation, and form the foun-
dation of success or failure of each. Both verifi cation and validation should be considered as processes. 
In scientifi c inquiry, verifi cation is the process of testing the truth or correctness of a hypothesis. With 
regard to system design, Carroll and Campbell (1989) argued that verifi cation should also include deter-
mination of the accuracy of conclusions, recommendations, practices, and procedures. Furthermore, 
Hopkin (1994) suggested that one may need to extend the defi nition of verifi cation to explore major 
system artifacts, such as soft ware, hardware, and interfaces.


Validation has been defi ned broadly by Reber (1985) as the process of determining the formal logical 
correctness of some proposition or conclusion. In hypothesis testing, there are several threats to the 
validity of the results (Campbell & Stanley, 1963). In the human factors context, it may be seen as the 
process of assessing the degree to which a system or component does what it purports to do.


With regard to the human factors in aviation, an example of verifi cation and validation is illustrated 
by the following (fi ctitious) evaluation of an interface for a fl ight management system (FMS). As a type 
of in-cockpit computer, the FMS provides ways for the pilot to enter data into it and to read information 
from it. Th e design guidelines for a particular FMS might call for the input of information to be carried 
out through a variety of commands and several diff erent modes. If these requirements are implemented 
as documented, then we have a system that is verifi able. However, if the system proves to be unusable 
because of the diffi  cult nature of the commands, poor legibility of the display output, or diffi  cultly in 
navigating the system modes, then it may not be an operationally valid implementation (assuming that 
one of the design goals was to be usable).
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Hopkin (1994) suggested that:


Verifi cation and validation tend to be serial rather than parallel processes.• 
Verifi cation normally precedes validation.• 
Usually both verifi cation and validation occur.• 
Each should be planned considering the other.• 
Th e two should be treated as complementary and mutually supportive.• 


4.3 Certifi cation


Certifi cation can be considered as the legal aspect of verifi cation and validation: that is, it is verifi cation 
and validation carried out such that a regulatory body agrees with the conclusion and provides some 
“certifi cate” to that eff ect. Th e concept of the certifi cation of aircraft  and their pilots is not new. For 
many years, the engineering and mechanical aspects of aviation systems have had to meet certain crite-
ria of strength, durability, and reliability before they could be certifi ed as airworthy. Additionally, pilots 
of the aircraft  have to be certifi cated (a certifi cation process) on their fl ight skills and must meet certain 
medical criteria. However, these components (the machine and the human) are the tangible aspects of 
the fl ying system, and there remains one more, less-readily quantifi able variable—the interface between 
human and machine (Birmingham & Taylor, 1954).


4.3.1 Why Human Factors Certifi cation?


Why do we conduct human factors certifi cation of aviation systems? On the surface, this may seem like 
a fairly easy question to answer. Society demands safety. Th ere is an underlying expectation that trans-
portation systems are safe. Western society has traditionally depended on the government to ensure 
safety by establishing laws and taking actions against culpable individuals or companies when they are 
negligent. It is therefore not a surprise that there is a collective societal requirement for the certifi cation 
of the human factors of an aviation system. It is not enough to independently certify the skills of the 
operator and the mechanical integrity of the machine. To assure system safety, the intersection between 
these two factors must also receive focus to guarantee that a “safe” pilot can eff ectively operate the engi-
neered aircraft  “safely.”


If the intended goal of human factors certifi cation is to insure the safety and effi  ciency of the  systems, 
then one might consider the following questions about certifi cation: Would the process of human 
 factors certifi cation improve system safety by itself?, Would the threat of a human factors audit merely 
provide the impetus for human factors considerations in system development?, Would the fact that a 
design that passed a human factors certifi cation process inhibit further research and development for 
the system?, Would the fact that something was not explicitly included in the process, cause it to be 
neglected?, or Would it inhibit the development of new approaches and technologies so as to decrease 
the cost of certifi cation? (one can observe the eff ects of the last question in the area of general aviation 
where 30- to 50-year-old designs predominate).


As mentioned earlier, the nature of the relationship between a human factors certifi cation process 
and a resultant safe system may not be a causal one. Another way to view the eff ectiveness of a certifi ca-
tion program is to assume that the relationship is a “Machiavellian certifi cation.” In his political treatise, 
Th e Prince, Niccolò Machiavelli described the methods for a young prince to gain power, or for an exist-
ing prince to maintain his throne. To maintain and perpetuate power, it is oft en necessary that decisions 
are made based on the anticipated outcome, while the means to achieving that outcome are not bound 
by ethical or moral considerations. In other words, the ends justify the means. Could a similar view be 
applied to human factors certifi cation? While there needs to be an ethical imperative, is it possible to 
restate the idea such that a process of undetermined causal impact (certifi cation) results in a desirable 
end (a safer and more effi  cient air transport system)?
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Similarly, Endsley (1994) suggested that the certifi cation process may be not unlike a university 
examination. Most exams do not claim to be valid refl ections of a student’s knowledge of the course 
material; however, by merely imposing an exam on the students, they are forced to study the material, 
thus learning it. System certifi cation can be viewed similarly—that is, certifi cation, in and of itself, may 
not cause good human factors design. However, the threat of a product or system failing to meet the 
certifi cation requirements (resulting in product delays and monetary loss) for poor human factors may 
encourage system designers to consider the user from the beginning.


Another view suggests that a formal, eff ective human factors certifi cation process may not be a 
 feasible reality. It is possible that an institutionalized certifi cation process may not improve the system 
safety or effi  ciency by any signifi cant amount, but instead may merely be “a palliative and an anodyne 
to society” (Hancock, 1994).


It is not the purpose of this chapter to address the legal issues associated with human factors cer-
tifi cation of aviation (or any other type of system). Rather, this chapter addresses the technical and 
philosophical issues that may underpin the potential technical evaluation. However, for simplicity, the 
word evaluation is used to imply verifi cation, validation, and certifi cation processes.


4.4 Underpinnings


Eff ective evaluation of large human–machine systems may always be diffi  cult. Th e complexity and 
integration of such systems require techniques that seek consistent or describable relationships among 
 several independent variables, with covariation among the dependent variables according to some 
pattern that can be described quantitatively. It cannot rely on tools that identify simple relationships 
between an independent variable and a single dependent measure, which one normally uses in classical 
experimental psychology research. However, Hopkin (1994) warned that although more complex mul-
tivariate procedures can be devised in principle, caution is required because the sheer complexity can 
ultimately defeat meaningful interpretation of the fi ndings, even where the methodology is orthodox.


Hopkin (1994) even went further to suggest that the following data sources can contribute to the 
evaluation process of new systems:


Th eories and constructs that provide a basis and rationale for generalization• 
Data representative of the original data, but which may be at a diff erent level (e.g., theories vs. • 
laboratory studies)
Similar data from another application, context, or discipline• 
Operational experience relevant to expectations and predictions• 
Expert opinion compared with the preceding items• 
Users’ comments based on their knowledge and experience• 
Case histories, incidents, and experience with the operational system• 


Th is list is not intended to be all-inclusive, but rather is a model of the types of data that should be 
considered.


A fundamental decision that needs to be made early in the evaluation process relates to the identi-
fying measures and data that may be relevant and meaningful in the evaluation of the target system. 
Experience has shown that data are oft en collected based on the intuition, rather than how the data are 
related and how they contribute to the evaluation process.


4.4.1 When Should Human Factors Evaluation Be Conducted?


Th e timing of the human factors evaluation within the project timeline will aff ect the type of evaluation 
that can be applied. Th ere are three diff erent types or times of system evaluation: a priori, ad hoc, and 
post hoc.
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A priori evaluation includes the consideration of human factors requirements during the initial 
conceptual design formation. Th is would require human factors input at the time when the design 
specifi cations are being initially defi ned and documented. Ad hoc evaluation takes place concurrent 
to the production of the system. Th is may involve iterative reviews and feedback concurrent to early 
 development. Post hoc evaluation involves an evaluation of the completed system. Th is would include 
the hardware, soft ware, and human, and most importantly, their intersection.


“You can use an eraser on the draft ing table or a sledge hammer on the construction site” (Frank Lloyd 
Wright). Th e cost of implementing a change to a system tends to increase geometrically as the project 
moves from conceptual designs to completed development. Cost considerations alone may require a 
priori or ad hoc approaches, where a human factors evaluation process is carried out in a manner that 
allows the needed changes to be made when the cost impact is low.


Ideally, evaluation of complex aviation systems would require human factors consultation throughout 
the conceptual (predesign), design, and implementation process. Th e involvement of a human  factors 
practitioner during the process would guarantee consideration of the users’ needs and insure an optimal 
degree of usability.


4.4.2 How Should Human Factors Evaluation Be Conducted?


Current standards and guidelines, such as the various military standards, provide a basis for the evalua-
tion of products. Th ese standards can be useful for checking workspace design; however, the conclusions 
gained from “passing” these guidelines should be interpreted with a critical eye.


Evaluation should not only be based on traditional design standards (e.g., Mil-Specs). Hopkin (1994) 
used the design of the three-pointer altimeter to illustrate this point. If the task was to ensure that a 
three-pointer altimeter followed good human factors standards (good pointer design, proper contrast, 
text readability, etc.), then it could be concluded that the altimeter was in fact certifi able. However, 
research has shown that the three-pointer altimeter is poor in presenting this type of information. In 
fact, errors of up to 10,000 ft  are not uncommon (Hawkins, 1987). Hence, by approving the three-pointer 
altimeter based on the basic design standards, a poorly designed instrument might be certifi ed. On the 
other hand, principle-based evaluation may have noted that a three-pointer altimeter is inappropriate 
even if it does meet the most stringent human factors standards. Th erefore, principle-based evaluation 
may recommend a diff erent type of altimeter altogether.


Wise and Wise (1994) argued that there are two general approaches to the human factors evaluation 
of systems: (a) the top-down or systems approach and (b) the bottom-up or monadical approach. Th e 
top-down approach is developed on the assumption that evaluation can be best served by examining 
the systems as a whole (its goals, objectives, operating environment, etc.), followed by the examination 
of the individual subsystems or components.


In an aircraft  cockpit, this would be accomplished by fi rst examining what the aircraft  is supposed to do 
(e.g., fi ghter, general aviation, commercial carrier), identify its operating environment (IFR, VFR, IMC, 
VMC, combat, etc.), and looking at the entire working system that includes the hardware, soft ware, 
liveware (operators), and their interactions; subsequently, evaluative measures can be applied to the 
subsystems (e.g., individual instruments, CRT displays, controls) (Wise & Wise, 1994).


Top-down or the systems approach to evaluation is valuable, as it requires an examination of the sys-
tems as a whole. Th is includes the relationship between the human and the machine—the interface.


On the other hand, the bottom-up approaches look at the system as a series of individual parts, 
monads that can be examined and certifi ed individually. Using this method, individual instruments and 
equipments are tested against human factors guidelines. Subsequently, the certifi ed components are inte-
grated into the system. Th e bottom-up approach is very molar; that is, it tries to break down the whole into 
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its component parts. Th e benefi t of this method is that the smaller parts are more manageable and lend 
themselves to controlled testing and evaluation. For example, it is obviously much easier to certify that a 
bolt holding a tier in place is sound, than to certify the entire mechanical system.


However, the simplicity and apparent thoroughness of this approach are somewhat counteracted by 
the tendency to lose sight of the big picture, such as what the thing is supposed to do. For a given pur-
pose, a weak bolt in a given location maybe acceptable; in another case, it may not be. Unless the purpose 
is known, one may end up with a grossly overengineered (i.e., overpriced) system.


Additionally, the sum of the parts does not always add up to the whole. A set of well-designed and 
well-engineered parts may all do their individual jobs well (verifi cation), but may not work together to 
perform the overall task that they are expected to perform (validation). A good example of this draw-
back, outside the world of aviation, can be found in the art of music. Molecularly, a melody is simply 
made up of a string of individual notes; however, the ability to recognize and play the notes individually 
does not give suffi  cient cause for believing that the melody will in fact be produced. Th us, individual 
subcomponents may individually function as designed, but may not be capable of supporting an inte-
grated performance in actual operational settings.


Human factors evaluation of an aviation system’s interface may be diffi  cult, to say the least. However, 
it has been argued that the top-down evaluation produces the most operationally valid conclusions 
about the overall workability of a system (Wise & Wise, 1994), and perhaps, only full systems evaluation 
within high-fi delity operational-relevant simulation settings should be utilized.


4.5 Human Factors Evaluation and Statistical Tools


Th e traditional method of evaluating the “truth” of a hypothesis (the most basic function in the evalu-
ation process) in behavioral science and human factors has been the experimental paradigm. Th e basic 
guarantor of this paradigm is the statistical methods that support the experimental designs and estab-
lish whether the results are meaningful or “truthful.” Th us, an understanding of the basic concepts of 
statistics is necessary for anyone who even reviews one of the processes. To examine the results of an 
evaluation process without understanding the capabilities and limits of statistics would be like review-
ing a book written in an unfamiliar language.


Unfortunately, there are a number of common misunderstandings about the nature of statistics 
and the real meaning or value of the various classes of statistical tools. Although it is impossible to 
 provide the readers with adequate tools in a part of a chapter, a chapter itself, or probably even a  complete 
book, the goal of the following section is to provide:


Awareness of the basic types of statistical tools• 
Basic description of their assumptions and uses• 
Simple understanding of their interpretations and limits• 


Anyone who is serious about this topic should prepare to undertake a reasonable period of study. A good 
place to start would be from the book by Shavelson (1996).


4.5.1 Introduction to Traditional Statistical Methods


Reaching valid conclusions about complex human–machine performance can be diffi  cult. However, 
research approaches and statistical techniques have been developed specifi cally to aid the research-
ers in the acquisition of such knowledge. Familiarity with the logical necessity for various research 
designs, the need for statistical analysis, and the associated language used are helpful in understanding 
the research reports in the behavioral science and human factors areas.


Th is section may help the statistics-naïve reader to better understand and interpret the basic statistics 
used in behavioral science and human factors research. It addresses the following issues:
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Estimates of population values• 
Relationships between factors• 
Diff erences between groups• 


However, this chapter is not intended to be a “how to” chapter, as that is far beyond the scope of this 
work. Rather, it may help the statistics-naïve reader to better understand and evaluate the human factors 
and behavioral science research that utilizes the basic techniques covered in this text.


4.5.2 Estimates of Population Values


To understand or evaluate the studies on human performance, one can begin with the most basic 
research question: What is typical of this population? Th is describes a situation where a researcher 
is interested in understanding the behavior or characteristics that are typical of a large defi ned group 
of people (the population), but is able to study only a smaller subgroup (a sample) to make judgments. 
What is the problem here? A researcher who wants to discover the typical number of legs that human 
beings have, can pick a few and note that there is no person-to-person variability in the number of legs; 
all people have two legs. As people do not vary in their number of legs, the number of people a researcher 
selects for his/her sample, the type of people selected, how they are selected, etc., may make a very little 
diff erence. Th e problem for researchers using human behavior and many human characteristics as the 
object of study is that virtually all nontrivial human behaviors vary widely from person to person. 
Consider a researcher who wants some demographic and skill-level information regarding operators of 
FMS-equipped aircraft . Th e research may involve selecting a subset (sample) of people from the entire 
defi ned group (population), and measuring the demographic and performance items of interest. How 
does a researcher select the sample? A researcher who seeks fi ndings that may be applicable to the entire 
population may have to select the people in such a way that they do not give an unrepresentative, biased 
sample, but a sample that is typical of the whole group that will allow the researcher to state to what 
extent the sample fi ndings might diff er from the entire group.


Th e correct selection techniques involve some methods of random sampling. Th is simply means that 
all members of the population have an equal chance of being included in the sample. Not only does 
this technique avoid having a biased nonrepresentative sample, but researchers are able to calculate 
the range of probable margin of error that the sample fi ndings might have from actual population. For 
example, it might be possible to state that the sample mean age is 40.5 years, and that there is a 95% 
chance that this value is within 1.0 year of the actual population value. If the researcher gathered this 
type of information without using a random sample—for example, by measuring only those pilots who 
fl y for the researcher’s friend, Joe—then the researcher might get a “sample” mean of 25 if Joe has a new, 
under-funded fl ight department, or of 54, if Joe has an older, stable fl ight department. In either case, the 
researcher may not know how much representative these group means are of the population of interest 
and would not know how much error might be present in the calculation. In this example, there would 
have been an unrepresentative sample resulting in data of dubious value.


Random sampling provides an approximate representation of the population, without any systematic 
bias, and allows one to determine how large an error may be present in the sample fi ndings. Th is sort of 
research design is called a survey or a sample survey. It can take the form of a mailed questionnaire sent 
to the sample, personal interviews with the selected sample, or obtaining archival data of the selected 
sample. In all the cases, the degree of likely error between the sample fi ndings and the population values 
is determined by the person-to-person variability in the population and the size of the sample. If the 
population members have little individual diff erence on a particular characteristic, then the “luck of 
the draw” in selecting the random sample may not produce a sample that diff ers from the popula-
tion. For example, in assessing the number of arms that our pilot population have, as all have the same 
amount (i.e., “0” variability in the population), the sample mean may be identical to the population 
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mean (i.e., both will be “2”), irrespective of how the researcher selects the sample, with no error in the 
sample value. For the characteristics on which the pilots diff er, the greater variability in the individu-
als in the population indicates greater probable diff erence between any random sample mean and the 
actual population. Th is diff erence is called sampling error and is also infl uenced by the size of the sample 
selected. Th e larger the sample, the smaller is the sampling error. Consider a sample of 999 pilots from 
the entire population of 1000 pilots. Obviously, this sample will have a mean on any characteristic that 
is very close to the actual population value. As only one score is omitted from any selected sample, the 
sample may not be much infl uenced by the “luck” of who is included. Th e other extreme in the sample 
size is to take a sample of only one pilot. Obviously, here, the sample-to-sample fl uctuation of “mean” 
would be equal to the individual variability in the measured characteristic that exists in the population. 
Very large sampling error may exist, because our sample mean could literally take on any value from the 
lowest to the highest individual population score value.


Th us, the design considerations for sample surveys must be certain to obtain a random (thus, unbi-
ased) sample as well as to have a large enough sample size for the inherent variability in the population 
being studied, so that the sample value will be close to the actual population.


Th ere are two additional research questions that are frequently asked in behavioral research. One is, 
within a group of people, do scores on two variables change with each other in some systematic way? 
Th at is, do people with increasing amounts of one variable (e.g., age) also have increasing (or decreasing) 
amounts of some other variable (e.g., time to react to a warning display)? Th e second type of research 
question that is asked is, for two or more groups that diff er in some way (e.g., type of altimeter display 
use), do they also have diff erent average performance (e.g., accuracy in maintaining assigned altitude) 
on some other dimension? Let us get deeper into these two questions and their research design and 
statistical analysis issues.


4.5.3 Questions of Relationships


In questions of relationships, researchers are interested in describing the degree to which increases (or 
decreases) in one variable go along with increased or decreased scores of a second variable. For example, 
is visual acuity related to fl ying skill? Is the number of aircraft  previously fl own related to the time 
required to train to become profi cient in a new type? Is time since last meal related to reaction time or 
visual perception? Th ese example questions can be studied as relationships between variables within a 
single group of research participants.


Th e statistical index used to describe such relationships is Pearson correlation coeffi  cient, r. Th is sta-
tistic describes the degree and direction of a straight-line relationship between the values of the two 
variables or scores. Th e absolute size of the statistic varies from 0 to 1.0, where 0 indicates that there 
is no systematic variation in one score dimension related to the increase or decrease in the other score 
dimension. A value of 1.0 indicates that as one variable increases, there is an exact and constant amount 
of change in the other score, so that a plot of the data points for the two variables may all fall per-
fectly along a straight line. Th e direction of the relationship is indicated by the algebraic sign of the 
coeffi  cient, with a minus sign indicating that as values on one dimension increase, those on the other 
decrease, forming a negative relationship. A plus sign indicates a positive relationship, with increases in 
one dimension going along with the increases on the other.


To study such questions of relationship, one must have a representative sample from the population 
of interest and two scores for each member of the sample, one on each variable.


Once the degree and direction of linear relationship have been calculated with the Pearson r, it is then 
necessary to consider whether the described relationship in our sample came about owing to the actual 
existence of such a relationship in the population, or owing to some nonrepresentative members in our 
sample who demonstrate such a relationship even though the true population situation indicates that no 
such relationship exists. Unfortunately, it is possible to have a relationship in a sample when none exists 
in the general population.
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Was the result obtained because of this relationship in the population, or was the observed sample 
relationship a result of a sampling error when the population has no such relationship? Fortunately, 
this apparent dilemma is easy to solve with statistical knowledge of sampling variability involved in 
random selection of correlational relationships, just as the calculation of random sampling variability 
for sample means. A typical method for deciding whether the observed correlation is real (exists in the 
population) or is simply owing to the nonrepresentative sampling error, is to calculate the probability 
of the sampling error that provides the observed size of the sample correlation from a population where 
there is zero correlation. Th us, if a researcher found an observed r = 0.34 (n = 50), p = 0.02, then the 
p value (probability) of 0.02 indicates that the chance of having sampling error producing a sample r of 
0.34 when the population r is 0.0 is only 2 times in 100. As a general rule in the behavioral sciences, when 
sampling error has a probability as small as 5 in 100, or less, to produce our observed r, we can conclude 
that our observed r is from a population that really has such a relationship, rather than having come 
about by this sampling error from a population with zero correlation. We may reach this conclusion 
by stating that we have a statistically signifi cant, or simply a signifi cant, correlation. We may actually 
conclude that our sample correlation is too big to have come just from the sampling luck, and thus, there 
exists a real relationship in the population.


A random sample of corporate pilots showed a signifi cant degree of relationship between total fl ying 
hours and the time required to learn the new FMS, r(98) = −0.40, p = 0.01.


Th e interpretation of these standard results is that the more fl ying hours that corporate pilots have, 
the less time it takes for them to learn a new FMS. Th e relationship within the sample of pilots is sub-
stantial enough that the researcher can conclude that the relationship also exists among corporate pilots 
in general, because the chance of a nonrepresentative sample with this relationship being selected from 
a population not having this relationship is less than 1 in 100.


Th e researcher who fi nds a signifi cant degree of relationship between the two variables may subse-
quently want to calculate an index of the eff ect size, which will give an interpretable meaning to the ques-
tion of how much relationship exists. Th is can be easily accomplished with the correlation  relationship 
by squaring the r value to obtain the coeffi  cient of determination, r2. Th e coeffi  cient of determination 
indicates the proportion of variability in one variable, which is related to the variation in the other 
 variable. For example, an r = 0.60 between the years of experience and fl ying skill may lead to an r2 of 
0.36. Th us, it could be said that 36% of the variability in pilot skill is related to the individual diff er-
ences in pilot experience. Obviously, 64% of variation in pilot skill is related to something(s) other than 
 experience. It is this eff ect-size index, r2, and not the size of the observed p value, which gives us the 
information on the size or importance of the relationship. Although the size of the relationship does 
have some infl uence on the p value, it is only one of the several factors. Th e p value is also infl uenced 
by sample size and variability in the population, such that no direct conclusion of the eff ect size can be 
obtained with respect to the p value. Th erefore, the coeffi  cient of determination, r2, is needed.


However, what interpretation can be made about the relationship between two variables when a sig-
nifi cant r is found (i.e., p ≤ 0.05)? Is it possible to conclude that one variable infl uences the other, or is 
the researcher limited only to the conclusion that performance on one variable is related to (goes along 
with) the other variable without knowing why? Th e distinction between these two types of valid con-
clusion of signifi cant research fi ndings may appear negligible, but actually, it is a major and important 
distinction. Th is is particularly true for any application of our results. However, what can be concluded 
from this signifi cant (r = 0.60, p = 0.012) correlation between pilot experience (hours fl own) and pilot 
skill (total simulation profi ciency score)? Th ere are essentially two options.


Th e decision on what is a legitimate interpretation is based on the way in which the research study has 
been conducted. One possibility is to select a representative random sample of pilots from our popula-
tion of interest and obtain scores on the two variables from all the pilots in our sample. Th e second pos-
sibility may be to start again with a random sample, but the sample must be obtained from initial pilots 
who need a certain amount of experience, and aft er obtaining the experience, the skill measurements 
may be taken.
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What is the diff erence in the legitimate interpretation of the two studies? In the fi rst approach, by 
simply measuring the experience and skill, it is not possible to know why the more experienced pilots 
have good skills. It could be possible that experience develops skills, or pilots who have good skills get 
the opportunity to acquire fl ight-time experience. Furthermore, it could also be possible that highly 
motivated pilots work hard to acquire both skills and experience. In short, the data show that experience 
and skills go together, but it cannot show whether experience develops skills, or skills lead to experience, 
or both follow from some other unmeasured factor.


For pilot-selection applications of this study, this may be all that is needed. If a company selects more 
experienced pilots, then they may on an average be more skillful, even though they may not know the 
reason for it. However, for training applications, suffi  cient information is not available from this study; 
that is, this study could not propose that obtaining experience will lead to improved skill. Th is type of 
research design is called a post facto study.


Researchers simply selected people who have already been exposed to or selected to be exposed to 
some amount of one variable, and evaluated the relationship of scores on that variable to another aspect 
of behavior. Such designs only permit relatedness interpretations. However, no cause-and-eff ect inter-
pretation or the conclusion that the fi rst variable actually infl uences the behavior has been justifi ed. 
A casual infl uence may or may not exist—one simply cannot decide from this type of design. If it does 
exist, then its direction (which is the cause and which is the eff ect, or are both variables “eff ects” or 
some other cause) is unknown. Th e researcher observes a relationship aft er the research participants 
are exposed to diff erent amounts of the variable of interest. Th us, if a statistically signifi cant post facto 
relationship between the two variables is found, then it will show that the relationship does exist in the 
population, but it will be impossible to determine its reason.


4.5.4 Questions of Group Difference


Th is approach to design involves creating groups of research participants that diff er on one variable, 
and then statistically evaluating them to observe if these groups also diff er signifi cantly on the behavior 
of interest. Th e goal of the research may be either to fi nd out if one variable is simply related to another 
(post facto study), or to establish if one variable actually infl uences another (true experiment). With 
either goal, the question being asked using this method is whether or not the groups diff er, as opposed to 
the previous correlational design that questioned on whether the scores were related to a single group.


If the groups are formed based on the amount of one variable that the participants currently possess 
(e.g., age, sex, height) and assigning them to the appropriate group, then it is a post facto design. If there 
is a signifi cant group diff erence on the behavior performance, then the interpretation may still be that 
the group diff erence variable and behavior are related without knowing the reason for it. Furthermore, 
the information obtained from a post facto group-diff erence study is similar to that obtained from the 
correlational relationship post facto study described earlier.


Th e statistical evaluation for “signifi cance” may not be based on a correlation coeffi  cient, but may 
use procedures like t-test or analysis of variance (ANOVA). Th ese two techniques allow a researcher to 
calculate the probability of obtaining the observed diff erences in the mean values (assuming random 
sampling), if the populations are not diff erent. In other words, it is possible that the samples have diff er-
ent means when their populations do not have diff erent means. Sampling variability can certainly lead 
to this situation. Random samples may not necessarily match the population accurately, and hence, two 
samples can easily diff er when their populations do not. However, if the observed groups have diff erent 
mean values that have a very low probability (≤0.05) of coming from equal populations, that is, diff ering 
owing to sampling error only, then it is possible to conclude that the group variable being studied and 
the behavior are truly related in the population, not just for the sample studied.


Th is is similar to the result from a post facto relationship question evaluated with a correlation coef-
fi cient described in the previous section. Th e legitimate interpretation of a post facto study may be 
the same, irrespective of whether the researcher evaluates the result as a relationship question with a 
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correlation coeffi  cient, or as a group diff erence question with a test for signifi cant diff erences between the 
means. If the more powerful interpretation that a variable actually infl uences the behavior is required, 
then the researcher may need to conduct a true experiment.*


To obtain the cause-and-eff ect information, a research design where only the group diff erence variable 
could lead to the observed diff erence in the group performance is required. Th is research would begin 
by creating two or more groups that do not initially diff er on the group diff erence variable, or anything 
else that might infl uence the performance on the behavior variable; for example, research participants 
do not decide which group to join, the top or lowest performers are not placed in “groups,” and existing 
intact groups are not used. Instead, equal groups are actively formed by the researcher, and controls are 
imposed to keep unwanted factors from infl uencing the behavior performance. Experimental controls 
are then imposed to make sure that the groups are treated equally throughout the experiments. Th e only 
factor that is allowed to diff er between the groups is the amount of the group diff erence variable that the 
participants experience. Th us, the true experiment starts with equal groups and imposes diff erences on 
the groups to observe whether a second set of diff erences is obtained.


In this way, it is possible to determine whether the imposed group diff erence actually infl uences the 
performance, because all the alternate logical possibilities for why the groups diff er on the behavior of 
interest are eliminated. In practice, the equal groups are formed either by randomly assigning an exist-
ing pool of research participants into equal groups, or by selecting several equal random samples from a 
large population of research participants. In either procedure, the groups are formed so that the groups 
are equal on all factors, known and unknown, which have any relationship or potential infl uence on the 
behavior performance. Th e researcher then imposes the research variable diff erence on the groups, and 
later measures the individuals and compares the group means on the behavior performance.


As discussed earlier, random sampling or random assignment might have assigned people to groups 
in such a way that it failed to produce exact equality. Th us, the researcher needs to know if the resulting 
group diff erences are greater than the initial inequality that the random chance might have produced. 
Th is is easily evaluated using a test for statistical signifi cance. If the statistic value of the test has a prob-
ability of 0.05, then the sampling variability only may have a 5/100 chance of producing the group-mean 
diff erence as large as the one found. Again, for any observed result that has a probability of being pro-
duced by sampling luck alone, which is as small as or smaller than 5/100, one may conclude that the dif-
ference may be from something other than this unlikely source and is “statistically signifi cant.” In this 
case, the researcher may conclude that the reason for the groups to have diff erent behavior performance 
means is that the imposed group diff erence variable created these performance diff erences, and, if these 
performance diff erences are imposed on other groups, then one may expect to reliably fi nd similar 
 performance diff erences.


4.5.5 Examples


As an example of a group diff erence of true experiment versus a group diff erence of post facto study, 
consider an investigation to determine whether unusual attitude training infl uences the pilot perfor-
mance in recovering from an uncommanded 135 degree roll. Researcher A investigates this by  locating 
30 pilots in his company, who have had unusual attitude training within the past 6 months and who 
volunteered for such a study. He compares their simulator performance with that of a group of 30 pilots 
from the company, who have never had such training and have expressed no interest in participating 
in the study. A statistical comparison of the performance of the two groups in recovering from the 


* Although it is possible to conduct a true experiment as a relationship question evaluated with a correlation coeffi  cient, 
this is very rare in practice. True experiments producing information on one variable and actually infl uencing the 
performance on another, are almost always conducted as a question of group diff erences and evaluated for statistical 
signifi cance with some factors other than correlation coeffi  cient.
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uncommanded 135 degree roll indicated the mean performances for pilots who were or were not trained 
in unusual attitude recover, which were 69.6 and 52.8, respectively. Th ese means do diff er respectively 
with t(38) = 3.45, p = 0.009.


With such a design, one can conclude that the performance means for the populations of trained and 
untrained pilots do diff er in the indicated direction. Th e chance of obtaining nonrepresentative samples 
with such diff erent means (from populations without mean diff erences) is less than 1 in 100. However, 
as this is a post facto study, it is impossible to know whether the training or other pilot characteristics 
are responsible for the diff erence in the means.


As Researcher A used a post facto study—that is, did not start with equal groups and did not impose 
the group diff erence variable (i.e., having or not having unusual attitude training) on the groups—there 
are many possible reasons that trained group performed better. For example, the more skilled pilots 
sought out such training and thus, could perform any fl ight test better because of their inherent skill, 
not because of the training. Allowing the pilots to self-select the training created groups that diff er in 
ways other than the training variable under study.


It is, of course, also possible that the attitude training is the real active ingredient leading to the roll-
recovery performance, but this cannot be investigated using Researcher A’s study. It is only possible to 
know that seeking and obtaining attitude training is related to better roll recovery. Is it because better 
pilots seek such training, or because such training produces increased skill? It is impossible to know. 
Is this diff erence in interpretations relevant? If one is selecting pilots to hire, perhaps not. One cannot 
simply hire those who have obtained such training, and think that they will (based on group averages) 
be more skilled. If one is trying to decide whether to provide unusual attitude training for a company’s 
pilots and the cost of such training is expensive, then one would want to know if such training actually 
leads to (causes) improved skill in pilots in general. If the relationship between attitude training and 
performance is owing to the fact that only highly skilled pilots have historically sought out such train-
ing, then providing such training to all may be a waste of time and money.


On the other hand, Researcher B has a better design for this research. Sixty pilots are identifi ed in 
the company, who have not had unusual attitude training. Th ey are randomly assigned to one of the 
two equal groups, either to a group that is given such training or to a group that gets an equal amount 
of additional standard training. Again, the mean performance of the two groups are observed to diff er 
signifi cantly with p = 0.003.


Th is research provides much better information from the signifi cant diff erence. It is now possible to 
conclude that the training produced the performance diff erence and would reliably produce improved 
performance if imposed on all of the company’s pilots. Th e pilot’s average performance on unusual atti-
tude recovery would be better because of the training. Th e extent of improvement could be indicated by 
looking at our eff ect-size index. If eta squared equaled to 0.15, then we can conclude that the training 
leads to 15% of the variability among pilots on the performance being measured.


Oft en, these questions on group diff erence are addressed with a research design involving more than 
two groups in the same study. For example, a researcher might randomly assign research participants 
to one of the three groups and then impose a diff erent amount of training or a diff erent type of training 
on each group. One could then use a statistical analysis called ANOVA to observe whether the three 
amounts or types diff er in their infl uence on performance. Th is is a very typical design and analysis in 
behavioral science studies. Such research can be either a true experiment (as described earlier) or a post 
facto study. Th e question of signifi cance is answered with an F statistic, rather than the t in a two-group 
study, but eta squared is still used to indicate the amount or size of the treatment eff ect.


For example, unusual attitude recovery was evaluated with three random samples of pilots using a 
normal attitude indicator, a two-dimensional outside-in heads-up display (HUD), or a three-dimen-
sional HUD. Th e mean times to recovery were 16.3, 12.4, and 9.8 s, respectively. Th e means did diff er 
signifi cantly with a one-way ANOVA, F(2, 27) = 4.54, p < 0.01. An eta squared value of 0.37 indicated 
that 37% of the pilot variability in attitude recovery is owing to the type of display used. One can 
conclude that the three methods would produce diff erences among the pilots in general, because the 
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probability of fi nding such large sample diff erences just from random assignment eff ects, rather than 
training eff ects, is less than 1 in 100. Further, the display eff ects produced 37% of the individual pilot 
variability in time to recover. Th e ANOVA established that the variance among the means was from the 
display eff ects, and not from the random assignment diff erences regarding who was assigned to which 
group. Th is ANOVA statistical procedure is very typical for the analysis of data from research designs 
involving multiple groups.


4.5.6 Surveys as an Evaluation Tool


In addition to the experimental design discussed earlier, there are numerous evaluation tools that are 
utilized by human factors professionals. As many people consider surveys as an easy way of answering 
evaluation questions, it seemed appropriate to include a small section on surveys to caution potential 
users of potential design and interpretation issues. While human factors scientists normally rely on the 
cold hard data of experimental design, surveys can be used in many areas of investigation to collect 
data. While only post facto or quasi-experimental data can be obtained from the use of surveys, the 
vast amounts of data that can be collected by surveys make them an attractive option. Additionally, one 
can use surveys to triangulate data and further validate results found by experimental or observational 
methods. In the process of human factors evaluation, surveys can be used to gauge the political and 
emotional issues associated with the acceptance of systems, and determine the type of evaluation that 
will be acceptable to users and the public.


Surveys are cost-eff ective and relatively quick for data collection. One can reach thousands of  people 
all over the world in seconds spending mere pennies via internet surveys. A well-designed and researched 
survey can provide a multitude of valuable evaluation information from the data sources, as mentioned 
by Hopkin (1994). Surveys can effi  ciently gather information that can contribute to the evaluation pro-
cess of new systems, such as information on operational experience related to expectations and predic-
tions, expert opinions, and users’ comments based on knowledge and experience.


With tools like “Survey Monkey™” even a novice can put together a professional looking survey 
within hours. However, developing a survey that will produce meaningful and valid results is not very 
simple. Developing multiple choice and even short-answer questions that truly elicit the desired con-
cepts of inquiry requires careful planning and consideration of the multiple interpretations that a ques-
tion may elicit. As surveys are a language-based measurement, a researcher must consider the readers’ 
comprehension and context when designing survey questions (Sudan, Bradburn, & Schwartz, 1996). 
Even something as simple as the ordering of questions can impact the survey results. Without properly 
and carefully designed questions, the results of the survey may become meaningless and potentially 
misleading.


Researchers who focus on survey development acknowledge that there is no great or even good theory 
behind good survey design (Sudan et al., 1996). Th ere are many poorly designed surveys in circulation. 
Interpretation of data derived from poorly designed surveys must be done with extreme caution. A few 
key issues to consider to avoid making some common survey mistakes and to help recognize a quality 
survey that may yield useful data are as follows:


Questions should be simple and relatively short to avoid respondent confusion. Use of simple • 
phrases and terminology may avoid potential errors in comprehension (Dillman, 2000). If needed, 
break longer questions into two questions. Th is is especially important if your question is address-
ing two unrelated questions on the same topic. Th e question “Is the use of HUDs necessary and 
effi  cient?” should be broken into two questions, as the areas of interest (necessity and effi  ciency) 
could elicit diff erent responses (Judd, Smith, & Kidder, 1991).
Survey questions oft en ask respondents to estimate time or frequency of an event. For example, • 
how much time do you spend reviewing checklists on a “typical” mission? Terms like “typical” 
and “average” have been shown to be confusing to respondents (Sudan et al., 1996). More accurate 
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results can be obtained by asking specifi c questions asking for recollection in a fairly recent time 
frame. For example, “How long did you review the manual for the ‘x-brand simulator’?” or “How 
long did you review the manual for your last three projects?”
Clearly defi ning key terms in a survey question is imperative for valid and useful results. For • 
example, in the question, “How many breaks do you take a day?,” breaks could be defi ned as 
pauses in work, the amount of time a person spends away from their work station, or simply the 
time that they spend by not directly engaging in work. Such a broadly defi ned term could result 
in very diff erent responses depending on the interpretation (Sudan et al., 1996). Clearly defi ning 
what you are looking for and what you are not looking for will help to increase the accuracy of 
the response.
Question wording should be very specifi c, especially when you are trying to measure an attitude • 
(Judd et al., 1991). If you are trying to determine a person’s attitude about automation, you may 
get very diff erent results by asking “How do you feel about automation” vs. “How do you feel about 
automation in X fl ight deck design.” It is important to remember that attitudes do not always lead 
to behavior. If a behavior is the matter of interest, it must be the subject of the question, not an 
attitude related to the behavior. For example, “Do you believe more safety precautions should be 
designed?” does not indicate whether the person would actually use the precautions, but rather 
may show that they consider it as a generally good idea. A better option might be, “Would you use 
additional safety precautions if they were designed?”
Question order is also fairly important. Grouping of similar questions is a generally recommend • 
practice. It adds continuity and aids in respondents’ ability to recall the events related to the ques-
tions (Dillman, 2000; Judd et al., 1991). However, the sequence of questions may also form a bias 
for responses to subsequent responses (Dillman, 2000). Having a series of questions related to 
accidents followed by a question on readiness training may cause a bias in responses owing to the 
framing of the question. It also advisable to put objectionable, sensitive, and diffi  cult questions 
at the end of the survey, as the respondents may feel more committed to respond once they have 
reached the end (Dillman, 2000; Judd et al., 1991).
Apart from the question design, one must also consider the response options, especially when • 
using close-ended or multiple choice responses. One must maintain a careful balance between 
overly specifi c or vague response choices. Terms such a “regularly” or “frequently” are vague and 
open to individual interpretation, whereas options such as “1 h a day” or “2 h a day” are so specifi c 
that respondents may feel torn over how to respond. Whenever possible, number values or ranges 
should be assigned (e.g., 4–5 days a week or 2–3 h a day). When using ranges, one needs to be care-
ful not to provide overlap in responses (Dillman, 2000). Assigning negative or zero number value 
to qualitative labels (e.g., 0 = very unsatisfi ed vs. 1 = very unsatisfi ed) may reduce the likelihood of 
respondents choosing the lower response, and should therefore, be avoided (Sudan et al., 1996).


Owing to the complexity of the survey design, hiring an expert in survey design may help to ensure the 
validity of the measure. A well-craft ed survey may require signifi cant eff ort and research on the part of 
the responsible party. Pretesting the questions to ensure that they are concise and direct is a vital step 
in survey design. Additional information on survey design can be found in Dillman (2000) and Sudan 
et al. (1996).


4.5.7 Statistical Methods Summary


Th ese are the basics of design and statistical procedures used in human factors research. Th is foundation 
can be expanded to several dimensions, but the basics remain intact. Questions are asked about what is 
typical of a group, about relationships between variables for a group, and about how groups that diff er 
on one variable diff er on some behavior. More than one group diff erence can be introduced in a single 
study, and more than one behavior can be evaluated. Questions can be asked about group frequencies of 
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some behavior, such as pass/fail rather than average scores. Furthermore, rank order of the performance 
rather than actual score can be evaluated. Statistical options are numerous, but all answer the same 
questions, that is, is the observed relationship or diff erence real or simply sampling variability?


Th roughout all simple or elaborate designs and statistical approaches, the basics are the same. 
Th e question being answered may be either of relationships between the variables or diff erences between 
the groups. Th e design may be either only post facto-yielding relatedness information or a true experi-
ment with information on the infl uence that a variable has on behavior. If one considers the group 
diff erences as they are found and observes whether they diff er in other behaviors, then it is a post facto 
design and it determines if the two diff erences are related, but not its reason. If the design starts with 
equal groups and then imposes a diff erence, then it is a true experiment, and such a design can deter-
mine if the imposed diff erence creates a behavior diff erence.


In reviewing or conducting research on the eff ects of design evaluation on system operational safety, 
the research “evidence” needs to be interpreted in light of these statistical guidelines. Has an adequate 
sample size been used to assure representative information for the eff ect studied? Did the research design 
allow a legitimate cause-and-eff ect interpretation (true experiment), or was it only post facto informa-
tion about relatedness? Were the sample results evaluated for statistical signifi cance?


4.6  How Would We Know Whether 
the Evaluation Was Successful?


One of the arguments against all types of evaluation is that evaluation drives up cost dramatically, 
whereas it adds little increase in safety. Th is is especially true for aviation systems, which have fewer 
accidents and incidents than any other type of transportation system (Endsley, 1994; Hancock, 1994). 
However, if society tolerates fewer accidents in aviation than it accepts in other modes of transportation, 
designers working in aviation must acknowledge and accept this judgment and work toward improved 
safety. Fewer operator errors in a simulator for certifi ed systems than for poorly designed systems may 
be a better design evaluator, than waiting for infrequent fatal accidents in actual operation.


A second problem inherent within this issue is on deciding when the evaluation process should stop. 
In a test of system (interface) reliability, there will always be some occurrences of mistakes. What is the 
minimum number of mistakes that the evaluation should strive for? Th e problem is that the answer 
goes on and on and is never completely done. Th e challenge is to fi nd how “reliable” a system needs 
to be, before the cost of additional evaluation overcomes its benefi ts. Rather than slipping into this 
philosophical morass, perhaps, the evaluation questions should be: Does this certifi ed system produce 
signifi cantly fewer operational errors than other currently available systems? From a purely economic 
basis, insurance costs for aviation accidents are probably always cheaper than good aviation human 
factors evaluation design. Th is should not be an acceptable reason to settle for a fi rst “best guess” with 
respect to design. Rather, the best possible evaluation with human factors consultation and evaluation 
at the predesign, design, and implementation stages should be utilized.
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Th is chapter examines the organization factors in aviation safety and mission success. Th e organiza-
tions involved comprise the entire range of aviation organizations, from airline operations depart-
ments to airports, manufacturing organizations, air-traffi  c control, and corporate fl ight departments. 
Organizational factors include organizational structure, management, corporate culture, training, and 
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recruitment. Although the greater part of this chapter is focused on civil aviation, we have also devoted 
some attention to space and military issues. We have also used examples from other high-tech systems 
for the illustration of key points. Obviously, a full description of such a broad fi eld could result in a pub-
lication of the size of this book. Hence, we have concentrated on key organizational processes involved 
in recent studies and major accidents, which may open general issues.


Th e authors have tried to integrate empirical studies within a broader framework, a model of eff ective 
operation. We believe that failures occur when various features of this model are not present. In choos-
ing any model, we risk leaving out some critical factors. Th is is known as calculated risk. We believe that 
further discussion will progress best with such an integrative framework.


5.1 High Integrity


Th e underlying basis for this chapter is a model of high integrity for the development and operation of 
equipment and people. Th e model is guided by the principle stated by Arthur Squires. Squires was con-
cerned about the integrity of the engineering design process in large systems. Considering several major 
failures, Squires (1986) proposed the following criterion: “An applied scientist or engineer shall display 
utter probity toward the engineered object, from the moment of its conception through its commission-
ing for use” (p. 10). Following Squires’ idea, we propose to state the principle as follows:


Th e organization shall display utter probity toward the design, operation, and maintenance of the 
aviation and aerospace systems.


Th us, organizations with “utter probity” will get the best equipment for the job, use it with intelligence, 
and maintain it carefully (Figure 5.1). In addition, they will display honesty and a sense of  responsibility 
appropriate to a profession with a high public calling. Organizations that embody this principle are 
“high-integrity” organizations. Th ese organizations can be expected to do the best job they can with 
the resources available. Th e concept unites two related emphases, both common in the organization 
literature: high reliability and high performance.


Communication Communication


Communication
Solid design process
Equipment optimization


Requisite imagination
Informative dialogue


Effective interface


Leadership/coordination
Create safe conditions
High standards
Resource management
Control workload


Effective training
Quality documents
Stress management
Team concepts
Open interfaces
Learning organization


Sociotechnical system


- High performance
- High reliability


Design Operations


Maintenance


High integrity


FIGURE 5.1 Central model of high integrity.
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High reliability. Th e high-reliability organization concentrates on having few incidents and accidents. 
Organizations of this kind typically have systems in which the consequences of errors are particularly 
grave.


For example, operations on the decks of aircraft  carriers involve one of the most tightly coupled 
systems in aviation. During the Vietnam war, for instance, two serious carrier fi res, each with high 
loss of life, war materiel, and effi  ciency, were caused when minor errors led to chains of fi re and explo-
sion (Gillchrist, 1995, pp. 24–26). Today, aircraft -carrier landings are one of the archetypical “high-
 reliability” systems (Roberts & Weick, 1993).


High performance. Th e high-performance organization concentrates on high eff ectiveness. Here, instead 
of the multifaceted approach of the high-reliability organization, there is oft en a single measure that is 
critical. “Winning” may be more important than fl awless operation, and the emphasis is on getting the 
job done (e.g., beating an adversary) rather than on error-free operation.


For example, during the Korean confl ict, the Naval Ordnance Test Station at China Lake designed 
and produced an anti-tank rocket, the RAM, in 29 days. Th e need for this weapon was so critical that 
safety measures usually observed were suspended. Th e Station’s Michelson Laboratory was turned into a 
factory at night, and the production line ran down the main corridor of the laboratory. Wives came into 
the laboratory to work alongside their husbands to produce the weapon. Th e RAM was an outstanding 
success, but its production was a calculated risk.


A suggestive hypothesis is that in high-performance situations, there is a more masculine  emphasis 
on winning, on being an “ace,” and individual achievement, whereas high-reliability situations put 
the emphasis on balanced objectives and team eff ort. Th e context will determine which of these two 
 emphases is more critical to the situation at hand. Usually, in civilian operations, high reliability is given 
stronger emphasis, whereas in a military context, high performance would be more important than 
error-free operation. As organizations may face situations with diff ering performance requirements, 
eff ective leadership may shift  emphasis from one of these orientations to the other. However, we believe 
that high-integrity operation implies protection of critical information fl ows. Maintaining utter probity 
is possible only when information is freely shared and accurately targeted. Th us, high-integrity organi-
zations may have certain common features involving information including the following:


 1. All decisions are taken on the best information available.
 2. Th e processes that lead to or underlie decisions are open and available for scrutiny.
 3. Personnel are placed in an environment that promotes good decision-making and encourages 


critical thought.
 4. Every eff ort is made to train and develop personnel who can and will carry out the mission as 


intended.
 5. Only those persons who are in a fi t state to carry out the mission are made responsible to do so.
 6. Ingenuity and imagination are encouraged in fi nding ways to fulfi ll the organization’s objectives.


Th e rest of this chapter is concerned with the development of organizations that exhibit these per-
formance characteristics. We believe that these features allow high-integrity systems to operate with 
safety and eff ectiveness. Conversely, organizations where incidents or accidents are likely to occur are 
those where one or more of these principles are compromised. Th e authors believe that every movement 
away from these principles is a movement away from high integrity and toward failure of the system 
(cf. Maurino, Reason, Johnston, & Lee, 1995).


5.2 Building a High-Integrity Human Envelope


Around every complex operation, there is a human envelope that develops, operates, maintains, 
interfaces, and evaluates the functioning of the sociotechnical systems (STS). Th e system depends on 
the integrity of this envelope, its thickness, and strength. Compromises to its strength and integrity 
uncover the system’s weakness and make it vulnerable. Accordingly, an aviation organization that 








5-4 Handbook of Aviation Human Factors


nurtures this envelope will be strong. On the other hand, one that weakens it is heading for trouble 
(Figures 5.2 and 5.3).


“Concorde mafi a.” It is worthwhile to ponder the refl ections of an accomplished chief engineer, 
Th omas J. Kelly, whose responsibility was the development of the Lunar Lander, and who built a strong 
human envelope to develop that system.


Th e legacy of Apollo has played a major role in raising America to leadership in a global economy. 
I saw this on a personal level and watched it diff use through the general practice of management. 
Apollo showed the value of (1) quality in all endeavors; (2) meticulous attention to details; (3) rigor-
ous, well-documented systems and procedures; (4) the astonishing power of teamwork. I applied 
these precepts directly to Grumman’s aircraft  programs when I was vice president of engineering. 
Th ey have since become the main thrust of modern management practices, developing into widely 
used techniques, such as total quality management, computer-aided design and manufacturing, 
employee empowerment, design and product teams, to name but a few (Kelly, 2001 p. 263).


A powerful human envelope, by the same token, may sustain an otherwise fragile and vulnerable sys-
tem. According to knowledgeable sources, the Anglo-French Concorde airliner was kept aloft  only by a 
kind of “Concorde Mafi a.” Each Concorde was basically a fl ying prototype, and only modest standard-
ization existed between the various planes that bore the name. Th e aircraft ’s human envelope included 
many brilliant and strenuous engineers, designers, and maintenance technicians. Th is “mafi a” worked 
very hard to keep the planes fl ying, and without it the fl eet would have come rapidly to a standstill.
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FIGURE 5.2 Members of the human envelope.
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FIGURE 5.3 Essential activities of the human envelope.
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In the following sections, we have examined the activities that provide the high-integrity human 
envelope including


 1. Getting the right equipment
 2. Operating the equipment
 3. Growing a high-integrity culture
 4. Maintaining human assets
 5. Managing the interfaces
 6. Evaluation and learning


5.3 The Right Stuff: Getting Proper Equipment


5.3.1 Design: Using Requisite Imagination


Th e focus of this section is on the design process and the subsequent interactions over design, rather 
than the technical aspects of the designs themselves. It may seem strange to begin with the design of the 
equipment, because in many cases, aviation organizations take this aspect for granted. However, getting 
proper equipment is essential to high-integrity functioning. Th e organization that uses bad equipment 
will have to work harder to achieve success than the one that starts out with the proper equipment. Th e 
equipment that the organization uses should be adequate to insure a reasonable level of safety as well 
as the best available for the job—within the constraints of cost. Th e principle suggests that no aviation 
organization can aff ord to be indiff erent to the equipment that it uses to its development, manufacture, 
and current state of functioning. It should systematically search out for the best equipment that it can 
aff ord to match the mission requirements, test it carefully, and endeavor to use it with close attention to 
its strengths and weaknesses.


An example of a conspicuous success was the Apollo space program, with its “lunar-orbit rendez-
vous” concept. A careful study of the concept’s genesis will show how important the openness of the 
design organization was to the success of Apollo. John C. Houbolt, associate chief of dynamic loads at 
the Langley Space Center, was not the fi rst to conceive of the lunar-orbit rendezvous, but his studies 
and advocacy clinched this alternative as the solution. Starting in about 1960, Houbolt began to argue 
the advantages of a lunar-orbit rendezvous over the other alternatives: earth-orbit and a giant single 
two-way rocket called Nova. Other, more powerful, experts in NASA were unconvinced. Houbolt’s fi rst 
briefi ngs encountered stiff  resistance, but he kept coming back with more data and more arguments. Th e 
loose nonmilitary structure of NASA encouraged diverse strands of thinking, and eventually Houbolt 
won over the doubters. Th e key support of Wernher von Braun eventually closed the issue, at a time 
when even von Braun’s engineers still favored the big rocket over the lunar rendezvous. (Hansen 1995).


Design should serve human purpose in an economical and safe way. However, system design, par-
ticularly on a large scale, oft en fails owing to lack of foresight. In designing big systems, mistakes in 
conception can lead to large and costly foul-ups, or even system failure (Collingridge, 1992). Th is seems 
to be particularly true regarding soft ware problems. About 75% of the major soft ware projects actually 
get put into operation; the other 25% are canceled (Gibbs, 1994). Furthermore, many large systems may 
need considerable local adjustment, as has happened with the ARTS III soft ware used by the Federal 
Aviation Administration (FAA) to manage major airport-traffi  c control (Westrum, 1994).


Recent years have provided many examples of compromised designs that aff ected safety. Th e destruc-
tion of the Challenger, the Hyatt Regency disaster, and the B-1 and B-2 bombers are some major exam-
ples. In each case, the designers did not think through the design or executed it badly.


Another major example of design failure is the Hubble Space Telescope. Hubble failed because nei-
ther the National Aeronautics and Space Administration (NASA) nor the contractor insisted on carry-
ing out all the tests necessary to determine if the system was functioning correctly. Instead, overreliance 
on a single line of testing, failure to use outside critical resources, and rationalization of anomalies 
ruled the day. When the telescope was launched, there was already ample evidence that the system 
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had problems; however, this evidence was ignored. In spite of the many indications showing that the 
telescope was fl awed, none were pursued. Critical cross-checks were omitted, inquiry was stifl ed, and 
in the end, a fl awed system was launched, at a great public cost (Caspars & Lipton, 1991). Th e failure of 
the Hubble Space Telescope was a failure of the design process, and repairs were expensive. Another 
failure of cross-checks took place when an engineer inserted a last-minute correction into the soft ware 
of the Mars Polar Lander, without checking through all the implications. Th e result was that the lander’s 
motor cut off  40 feet above the Martian surface, causing loss of the lander and the mission. (Squyres, 
2005, pp. 56–71.)


An equally fl agrant example was the Denver Airport automated baggage-handling system. Here, an 
unproven system for moving the passengers’ luggage was a key interface between parts of the airport. Th e 
concept demanded a careful scale-up, but none was carried out. When the airport opened, the automated 
baggage system did not work, and instead, a manual backup was used, at a great cost (Hughes, 1994).


Th e Hubble telescope and Denver Airport cases were mechanical failures. In other cases, the equip-
ment may work mechanically, but may not interface well with people. Th is can happen through poor 
interface design (such as error-encouraging features), or because of unusual or costly operations that 
are necessary to maintain the equipment (cf. Bureau of Safety, 1967). A Turkish DC-10 crashed shortly 
aft er takeoff  at Orly Airport, in France on March 3, 1974. “Th e serviceman who closed the door that 
day was Algerian and could not read the door instructions placard. As a result he failed to check that 
the latches were closed—as the printed instructions advised he should do. A glance through the door 
latch-viewing window would have shown that the latches were not fully stowed.” (Adamski & Westrum, 
2003, p. 194)


Some-years ago, a group of French researchers carried out a major study on French pilots’ attitudes 
about automation (Gras, Morocco, Poirot-Delpech, & Scardigli, 1994). One of the most striking fi nd-
ings of this study was the pilots’ concern about lack of dialogue with the engineers who designed their 
equipment. Not only did the pilots feel that there was insuffi  cient attention to their needs, but they also 
felt that designers and even test pilots had a poor grasp of the realities that the pilots faced. Although 
attitudes toward automation were varied, pilots expressed very strong sentiments that more eff ort was 
needed to get designers in dialogue with the pilots before the equipment features were fi nalized.


One of the key skills of a project manager is the ability to anticipate what might go wrong, and test for 
that when the system is developed. Westrum (1991) called this as “requisite imagination” (cf. Petroski, 
1994). Requisite imagination oft en indicates the direction from which trouble is likely to arrive. 
Understanding the ways in which things can go wrong oft en allows one to test to make sure that there 
are no problems. As demonstrated by Petroski (1994), great designers are more likely to ask deeper and 
more probing questions, and consider a wider range of potential problems.


Although foresight is valuable, it cannot be perfect. Even the best systems-design strategy (Petroski, 
1994; Rechtin, 1992) cannot foresee everything. Hence, once the system is designed and produced, mon-
itoring must be continued, even if nothing appears to be wrong. If things begin to go wrong, a vigilant 
system will catch the problems sooner. Th e Comet and Electra airliners, for instance, needed this high 
level of vigilance, because each had built-in problems that were unanticipated (Schlager, 1994, pp. 26–32, 
39–45). Such examples show that, even today, engineering is not advanced to such an extent that all 
the problems can be anticipated beforehand. Even maestros (discussed later) do not anticipate every-
thing. Joseph Shea, a fi ne systems engineer, blamed himself for the fi re that killed three of the Apollo 
astronauts. Yet, Shea had done far more than most managers in anticipating and correcting problems 
(Murray & Cox, 1989).


5.3.2 Getting the Knowledge as Well as the Hardware


No equipment comes without an intellectual toolkit. Th is toolkit includes, but is not limited to, the 
written manuals. Kmetz (1984), for instance, noted that the written documentation for the F-14 Tomcat 
fi ghter comprised 300,000 pages. However, these abundant materials oft en are defi cient in both clarity 
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and usability. We have observed that the creators of many operational documents—that is, checklist, 
operational manuals, training manuals, and so on—assume that their message is transparent and crys-
tal clear. Oft en, the message is anything but transparent and clear. Its faults can include documents that 
are diffi  cult to use, and therefore, are not used; complex procedures that encourage procedural bypasses 
and workarounds; and diffi  cult-to-understand documents composed by writers who have not consid-
ered the needs of the end users. Th e writers of such documents can unwittingly set up future failures.


Manuals always leave things out. All equipment is surrounded by a body of tacit knowledge regarding 
the fi ne points of its operation, and getting this tacit knowledge along with the formal communication 
may be vital. Tacit knowledge may include matters that are diffi  cult to put into words or unusual modes 
of the equipment that are included for liability for reasons. Organizational politics has been known to 
lead to the inclusion or deletion of material. (e.g., Gillchrist, 1995, pp. 124–125). What goes into the man-
uals may involve erroneous assumptions about what people would “naturally” do. For instance, during 
an investigation on the two Boeing 737 accidents, an FAA team discovered that the designers assumed 
that pilots would respond to certain malfunctions by taking actions that were not in the written manual 
for the 737. Among other assumptions, the designers believed that if one hydraulic system was jammed, 
then the pilots would turn off  both the hydraulic systems and crank the landing gear down by hand. 
Of course, if the plane was on landing approach, then there might not be time to do this. Although the 
hydraulic-device failure is rare in the landing situation, the key point is that the expected pilot actions 
were not communicated in the manual (Wald, 1995). Th e Boeing 737 is one of the safest jets in current 
use, yet, this example illustrates that not all information regarding the equipment is expressed in the 
manual, and some that is expressed, may not be necessary, because there are lots of things that one need 
not know. However, sometimes, critical things can get left  out. In accepting a new airliner, a used air-
liner, or any other piece of machinery, care needs to be taken to discover this tacit knowledge.


Th e designers may not be the only holders of this tacit knowledge. Sometimes, other pilots, operators 
of air-traffi  c control equipment, or mechanics may hold this not-written-down knowledge. A study on 
Xerox-copier repair people, for instance, showed that much of the key information about the machines 
was transmitted orally through scenario exchange between repair people (Brown & Dugid, 1991). 
Similarly, process operators in paper pulp plants oft en solved problems through such scenario exchange 
(Zuboff , 1984). Kmetz (1984) found that unoffi  cial procedures (“workarounds”) were committed only 
to the notebooks of expert technicians working on avionics repair. Sensitivity to such off -the-record 
information, stories, and tacit knowledge is important. It is oft en such knowledge that gets lost in layoff s, 
personnel transfers, and reshuffl  ing (cf. Franzen, 1994).


Th e use of automation particularly requires intensive training in the operation and the quirks of the 
automated system. However, training requires constant updates. Some key problems may be pinpointed 
only with fi eld experience of the hardware. Failure of the organization to collect and transmit information 
about quirks in a timely and eff ective way could well lead to failure of the equipment, death, and injury.


For instance, on December 12, 1991, an Evergreen Air Lines 747 over Th under Bay in Canada ran 
into trouble with its autopilot. Th e autopilot, without notifying the pilots, began to tip the plane over 
to the right, at fi rst slowly, then more rapidly. Th e pilots did not notice the motion because it was slow. 
Finally, with the right wing dipping radically, the plane lost lift , and began plummeting downward. 
Aft er much struggle, the pilots succeeded in regaining control, and landed in Duluth, Minnesota. 
An FAA investigation revealed that over the years similar problems had occurred with 747 autopilots 
used by other airlines. However, particularly intriguing was the discovery that the Evergreen plane’s 
roll computer had previously been installed in two other planes in which it also had caused uncom-
manded rolls. Nevertheless, the exact cause of the problem in the roll computer remains unknown 
(Carley, 1993).


As automation problems are more fully covered elsewhere in this book (see Chapters 6, 7, and 20), 
we have not discussed them in detail. However, it is worth noting that hardware and soft ware testing 
can, in principle, never be exhaustive (Littlewood & Stringini, 1992) and therefore, the price of safety is 
constant vigilance and rapid diff usion of knowledge about the equipment problems.
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Th e issue of constant vigilance recalls the dramatic repair of the Citicorp Building. Th e design and 
construction (1977) of the Citicorp building in New York City was an important architectural milestone. 
With an unusual “footprint,” the Citicorp building rose 59 stories into the skyline. However, unknown 
to its designer, William J. LeMessurier, the structure had a built-in vulnerability to high quartering 
winds. LeMessurier had specifi ed welds holding together the vertical girders of the building. Th e struc-
ture LeMessurier had designed would handle the high winds that struck the building from the diagonal. 
However, it had not been built strictly to plan. Th e contractor had substituted rivets for the welds that 
had been specifi ed. Ordinarily, this would have been fi ne, but not on this building. Th e riveted structure 
might fall to winds expected only once every 16 years. All this was unknown to LeMessurier when he 
received a call from an engineering student doing a research project. Th e architect reassured the stu-
dent that all was fi ne, but the call got LeMessurier thinking and fi nally he checked with the contractor. 
Th e variance was discovered. Th e architect met with the contractor, the police, and Citicorp, and they 
decided that the problem needed to be fi xed without raising alarm. Every night aft er the secretaries left  
the building, welders came in and did their work. Th e building was gradually welded into a safe confi gu-
ration, and then the repair was fi nally announced to the public (Morgenstern, 1995).


5.3.3 Sustaining Dialogues about Key Equipment


For aviation organizations, we should think about information in terms of a constant dialogue rather 
than a single transmission. Once a system is turned over to the users, the design process does not stop, 
it simply scales down. Furthermore, around each piece of key equipment in the aviation organization, 
a small or large dialogue may be needed. Th is dialogue includes manufacturers, operators, and regula-
tors as the most obvious participants. Obviously, aircraft  and its engines are particularly important 
subjects of such dialogue, but other items of equipment also require consideration. When there is a lack 
of  dialogue, unpleasant things can happen.


Consider, for instance, the disastrous fi re on a Boeing 737 at Ringway Airport near Manchester in 
the United Kingdom, on August 22, 1985. Th e fi re involved an engine “combustion can” that fractured, 
puncturing a fuel tank. Th e can had been repaired by a welding method that had met British CAA 
standards, but was not what the manufacturer called for in the manual issued to the British Airways. 
Th is accident was the most dramatic of a series of problems with the cans. Earlier problems had been 
written off  as improper repairs, but this masked a key breakdown. One sentence in the accident report 
highlighted this key breakdown in communication between the operators (British Airways) and the 
engine makers (Pratt & Whitney):


It has become evident from the complete absence of dialogue between British Airways and Pratt & 
Whitney on the subject of combustion-can potential failures that, on the one hand, the manufacturer 
believed that his messages were being understood and acted upon, and on the other, that the airline 
interpreted these messages as largely inapplicable to them at the time (cited in Prince, 1990, p. 140).


It was the management’s responsibility to notice and eliminate the discrepancy between what the manual 
called for and what was expected from the maintenance technicians. Obviously, the bad practices con-
tinued only through the management’s willingness to allow variance from the recommended practice. 


Th e November 2001 crash of an American Airlines plane in Belle Harbor, Queens (New York) was the 
second worst accident in U.S. airlines history. Th e crash of fl ight 587 came even though the manufac-
turer, Airbus, had anticipated that the maneuver causing the accident—rapid back-and forth movement 
of the tail—could be fatal. Airbus had not shared a memo that discussed an incident near West Palm 
Beach, Florida in 1997, when rapid tail maneuvering nearly caused a similar fatal crash. Th e internal 
Airbus memorandum was not communicated to American Airlines. Th us, it was not incorporated into 
the pilots’ training. Flight 587 was taking off  from Kennedy International Airport. When the aircraft  
was caught in the turbulence following another aircraft , the pilots reacted by moving the tail rapidly 
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back and forth. Aft er 8 s of this rapid movement, the tail broke off . Th e crash caused the death of 285 
people, including 5 on the ground (Wald, 2004).


Th erefore, it should be obvious that the security of an airplane is shaped—in part—by the quality of 
dialogue between the maker and the user. Th e combustion-can problems were evidently a case of the 
“encapsulation” response (explained later), in which the system did not pay attention to the fact that it 
was having a problem.


A particularly important study was conducted by Mouden (1992, p. 141) for the Aviation Research and 
Education Foundation to determine the most signifi cant factors in preventing airline accidents. Mouden’s 
study included personal interviews with senior airline executives, middle management personnel, and 
airline safety offi  cers to determine the actions by the management, which they considered the most eff ec-
tive for accident prevention. Several of those interviewed indicated that they thought complete safety was 
probably an unattainable goal. Many also indicated that risk-management managers may have a strong 
infl uence on the safety through eff ective communication, training, and standard operating procedures.


Mouden’s study demonstrated the need for sensitivity to the communication channels in the organi-
zation. He noted that sometimes the designated communication channels in the organization are less 
eff ective than that believed, but their failure is discovered only aft er the occurrence of some unpleasant 
event. Th us, latent failures may accumulate but remain unseen (cf. Reason, 1990). Mouden presented a 
series of case studies that showed these problems with communication. While the organization chart 
emphasized vertical communication, Mouden discovered that managers at virtually all levels consid-
ered  lateral communication as more eff ective than vertical.


5.3.4 Customizing the Equipment


Equipment in constant use does not stay unchanged for long. Th rough use, repair, and on-the-spot 
redesign, its form mutates. Customizing equipment can lead to two situations, each of which is worth 
consideration:


1. Enhancements may improve safety. Changes may provide substantial advantages by improving the 
ease, effi  ciency of operations, or aesthetic qualities for the local users.


Eric Von Hippel, in the studies on “lead users,” found that lead users are more likely to customize 
their equipment (Peters, 1992, pp. 83–85). Oft en, in the changes that lead users make, there exist 
the secrets for improving equipment, which, if carefully studied, will provide better manufac-
tured products in the future. Th is certainly appeared to be true with regard to the ARTS-III traffi  c 
control soft ware, developed by the FAA. A considerable number of “patches” had to be made to 
the soft ware to allow local conditions. Th ese patches, furthermore, were more likely to be spotted 
and transmitted face-to-face, rather than through any offi  cial channels. Many of the patches were 
tested late at night, when traffi  c was light, before being offi  cially submitted for approval. Th e FAA, 
however, seemed slow to pick up on these changes (Westrum, 1994).


Th ere has been intense interest in the “high-performance team” ever since Peter Vaill wrote his 1978 
article. We can defi ne a high-performance team as the one operating beyond ordinary expectations 
under the situation in which the group fi nds itself. Just as the ace or the virtuoso embodies unusual indi-
vidual performance, the “crack” team shows a group performing at virtuoso level. Th is does not simply 
mean a group of virtuosos, but rather a group whose interactions allow performance of the task at a 
high eff ectiveness level. Although the literature on high reliability seems to have ignored Vaill’s work, 
it is evident that high reliability shares many of the same characteristics as high performance. In any 
case, high-integrity teams get more out of their equipment. It is a common observation that such teams 
can get the same equipment that may turn out a lackluster performance for others, to perform “like a 
Stradivarius” for them. Th ere are two reasons for this.
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First, these teams know their equipment better. High-integrity teams or organizations take little for 
granted and make few assumptions. Th e equipment is carefully studied, and its strengths and limita-
tions are recognized (Wetterhahn, 1997, p. 64). Th e team checks out and understands what it has been 
given, and subsequently “tunes it up” for optimal performance. High-performance teams will oft en go 
beyond the usual boundaries to discover useful or dangerous features. When the “Top Gun” air-combat 
maneuvering school was formed, the characteristics of the F-4 Phantom were carefully studied, and so, 
the team was able to optimize its use in combat (Wilcox, 1990). Similarly, in the Falklands war, one of 
the two British Harrier squadrons, the 901, carefully studied and learnt how to use its Blue Fox radar, 
whereas, the companion 800 squadron considered the Blue Fox unreliable and of limited value. Th e 
combat performance of the two groups strongly refl ected this diff erence, with the 801 outperforming 
the other. Captain Sharkey Ward, Offi  cer in Charge of the 801, summed up what he learnt from the 
confl ict: “I have no hesitation in presenting the following as the most important lessons of the Falklands 
air war. Th e two main lessons must be: Know your weapons platforms, their systems, and operational 
capabilities; then employ them accordingly and to best eff ect” (Ward, 1992, p. 355). Th us, it is not just 
discovering the “edge of the envelope” that is important for high-performance teams, but also training 
to exactly exploit the features discovered.


High-integrity teams may sometimes even reject the equipment that they have been given. If what 
they have been given is not good enough, they may go outside the channels to obtain the equipment 
that they need. Th ey are also natural “tinkerers.” In a study about nuclear power plants and their inci-
dent rates, Marcus and Fox (1988) noted that the teams that carefully worked over their equipment 
were likely to have lower incident rates. Peters (1988, p. 166) also remarked that high-performance R&D 
teams customize their equipment more.


Oft en, the procedures of high-integrity teams skirt or violate offi  cial policy. Sometimes, this can aff ect 
safety. High-level policies are sometimes shaped by forces that have little to do with either the mission 
success or safety. Hence, when high performance is the principle criterion for the front line, policy may 
get violated. In Vietnam, when Air Force Falcon missiles did not work, they were replaced by Sidewinder 
missiles (Wetterhahn, 1997, p. 69). In a study on the use of the VAST avionics, check-outs were not the 
offi  cial policy, but were used to get the job done (Metz, 1984). Similarly, in Vietnam, American techni-
cians oft en used “hangar queens,” contrary to the offi  cial policy untouched, which is the essence of 
managerial judgment.


2. Safety-degrading changes. Wherever there is choice, there is danger as well as opportunity. Failure 
to think through actions with equipment may lead to human-factors glitches. One example was the 
United Airlines’ new color scheme, dark gray above and dark blue below, which some employees called a 
“stealth” look. Th e poor visibility created for both planes and airport vehicles owing to matching colors 
evidently was not considered. It apparently led to a number of airport “fender benders” (Quintanilla, 
1994). Similarly, methods for saving time, money, or hassles with equipment can oft en lead to the  danger 
zone. Some airliners, for instance, may “fl y better” with certain circuit breakers pulled. Although it 
is good to know such things, overuse of this inside knowledge can encourage carelessness and cause 
incidents.


Bad maintenance or repairs may cause equipment failures almost as dramatic as the use of substan-
dard parts. In the Manchester fi re case, there would have been no problem if the manufacture’s instruc-
tions for maintenance had been followed.


Yet, it may be almost as bad to accept the equipment “as delivered,” and “hope for the best” along with 
manuals and supportive documentation. Cultural barriers that impede or impair information search 
or active questioning may be one reason for this issue. Unwillingness to question may be particularly 
strong when the providers of the hardware are a powerful technical culture (e.g., the United States) and 
the recipients do not have a strong indigenous technical culture of their own. Airliners delivered to some 
developing countries may thus arrive with inadequate dialogue.
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Th e organization receiving the equipment may cause further problems by dividing up the informa-
tion involved and using it in adversarial ways. In fact, for groups with low team skills or internal con-
fl icts, equipment may become a center for organization struggle. Diff erent subgroups may assert their 
prerogatives, hiding knowledge from the groups using computer tomography (CT) scanners, and it has 
been found that cooperation between doctors and technicians may be diffi  cult to achieve (Barley, 1986). 
When such knowledge is divided between the groups that do not communicate well, the best use of the 
equipment is not possible.


5.4  Managing Operations: Coordination 
of High-Tech Operations


5.4.1 Creating Optimal Conditions


One of the key functions for all levels of management in an aviation system is creating optimum human-
factors situations in which others will operate. Th is means making sure that all the human-factors 
environments in the aviation organization provide contexts and personnel, resulting in a safe accom-
plishment of the job. In high-integrity organization, pilots, fl ight attendants, maintenance personnel, 
and dispatchers are more likely to fi nd themselves in situations where they can operate successfully, 
when they have received the appropriate training for the activity, and where they get an adequate fl ow 
of information to do the job correctly.


Th us, environmental design is a management responsibility. At the root of many accidents is the fail-
ure to manage the working environment. For instance, on March 1, 1994, the crew of a Boeing 747–251B 
in a landing rollout at Narita Airport found one of its engines dragging (National Transportation Safety 
Board, 1994). Th e reason, it seemed, was that pin retainers for a diagonal engine brace lug had not 
been reinstalled during the “C” check in St. Paul, Minnesota. In looking into the accident, the National 
Transportation Safety Board (NTSB) found that the conditions in the Northwest Airlines Service Facility 
in St. Paul constituted an error-prone environment. Mechanics’ understanding of the procedures was 
inconsistent, training was not systematically carried out, and the layout of the inspection operations was 
ineffi  cient, causing stress to the inspectors. Clearly, these were the conditions that the management had 
to identify and improve.


James Reason, in introducing his well-known theory of accidents, noted that errors and mistakes by 
the operators at “the sharp end” are oft en promoted as the “cause” of accidents, when actions by man-
agement have actually created unsafe conditions in the fi rst place. Th ese management actions create 
situations that Reason termed as latent pathogens—accident-prone or damage-intensifying conditions 
(Reason, 1990). Th erefore, it is important to be aware of the potential of putting personnel in situations 
where they should never be in the fi rst place. A reluctance to create hazardous situations needs to go 
hand-in-hand, but with a willingness to deal with them when they appear.


For instance, both British airlines and the British pilots union, BALPA, were reluctant to admit that 
pilot fatigue was a problem. Fatigue is a proven killer, yet a good many senior managers used a “public 
relations” strategy (discussed later) to overcome the problem (Prince, 1990, pp. 111–129). A latent patho-
gen existed, but the organization steadfastly hid it from the sight. Unfortunately, the problem did not go 
away, but just its visibility was curtailed.


Similarly, when a fi re broke out on a grounded Saudi Arabian Airlines fl ight in Riyadh on August 19, 
1980, the three Saudi Arabian Airlines pilots involved failed to take crucial actions in a timely way. Th eir 
casualness and inaction apparently caused the entire people onboard fl ight SV 163—301 persons—to die 
needlessly. All the three pilots had records that indicated severe problems (Prince, 1990, p. 130). Th us, 
who placed these pilots at the controls? It would appear a serious failure for management at any airline 
to place such men at the controls of a Lockheed L-1011.
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5.4.2 Planning and Teamwork


Emphasis on planning is a strong indicator of high integrity. High-integrity organizations do not just 
“let it happen.” More of their activities and decisions are under conscious and positive control. A  popular 
bumper sticker in the United States states that “Shit Happens.” Th e implication is that bad things happen 
in ways that are diffi  cult to predict or control. Th is expresses a common working-class attitude about the 
level of control of the person over his or her life—that is to say, very little. Th e “shit happens” philosophy 
of life is at the opposite pole from that of the high-reliability team. Very little “shit” is allowed to happen 
in a high-integrity organization, and what it does is carefully noted, and, if possible, designed out of the 
next operation.


High-integrity organizations oft en appear to have mastered the disciplines that others have not, and 
thus, are able to do things that other organizations consider outside their realm of control. In  civilian 
operations, this has meant a higher degree of safety; for the military, it has meant higher mission- success 
rates.


A remarkable picture of a high-reliability team is given in Aviel’s article (1994) on the tire repair shop 
at United Airlines’ San Francisco maintenance facility. High integrity is evident in the small team’s 
self-recruitment, self-organization, high morale, excellent skills, customized layout, and obvious com-
prehensive planning. We would all like to know how to build such teams in the fi rst place. However, to 
refrain from interfering with them is something that every management group can learn. Aviel pointed 
out that United Airlines was willing to give up some apparent economies to keep the team together.


Some high-integrity teams require extensive practice. But what should be done when the crew—such 
as an airliner fl ight deck team—needs to be a team temporarily? It appears that high-integrity char-
acteristics may form even in a short span of time with the right leadership, right standard operating 
 procedures, and proper training. Th e captain, in the prefl ight briefi ng, shapes the crew atmosphere, 
and this in turn, shapes the interactions during the fl ight (Ginnett, 1993). Th us, a cockpit with a crew 
resources management (CRM) atmosphere can be created (or destroyed) rapidly.


One instance of excellent CRM skills took place on United Airlines fl ight 811, fl ying from New York 
to New Zealand. Flight 811 was a Boeing 7474. Th e front cargo door blew out, killing several passen-
gers, and a 50% power loss was experienced. Th e company policy in such a situation was to lower the 
landing gear. However, aft er considerable discussion, the crew decided not to lower the gear because 
they did not really know the state of the equipment. Th is decision was later revealed to have saved their 
lives. United Airlines’ Captain Ken Th omas associates this deliberative behavior with the intense CRM 
 training  rendered by United Airlines (K. Th omas, personal communication, October 20, 1994).


5.4.3 Intellectual Resource Management


High-integrity organizations are marked by intelligent use of intellectual resources. As CRM is covered 
in detail in Chapter 9 by Captain Daniel Maurine, we have concentrated only on the more general appli-
cation of the same principles. Th e wise use of intellectual resources is critical to all aviation operations 
inside, outside, and beyond the aircraft . Th ere are basically three principles.


 1. Use the full brainpower of the organization. Coordinate leadership is vital for this principle. 
Coordinate leadership is to allow a person who is the best to make a particular decision to 
take control—temporarily. Coordinate leadership is basic to aviation. In fl ying the plane, for 
instance, control on the fl ight deck will shift  back and forth between the left - and right-hand 
seats, even though the pilot retains ultimate authority. However, we would like to suggest that 
coordination has wider implications that need to be examined.


For instance, General Chuck Yeager, in command of a Tactical Air Command squadron of F-100 
Supersabres, managed to cross the Atlantic and deploy his planes to Europe without any failures. His 
perfect deployment was widely considered as exemplary. Yet, one of the keys to this accomplishment 
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was Gen. Yeager’s insistence on allowing his maintenance staff  to decide whether the airplanes were fi t 
to fl y. Yeager had been in maintenance himself, but his basic attitude was that the maintenance people 
knew the best whether the equipment was ready to fl y.


I never applied pressure to keep all of our airplanes in the air; if two or three were being serviced, 
we just lived with an inconvenience, rather than risking our lives with aircraft  slapdashed onto 
the fl ight line. I wouldn’t allow an offi  cer-pilot to countermand a crew chief-sergeant’s decision 
about grounding an unsafe airplane. A pilot faced with not fl ying was always the best judge 
about the risks he was willing to take to get his wheels off  the ground. And it paid off . My pilots 
fl ew confi dent, knowing that their equipment was safe (Yeager & Janos, 1985, p. 315).


Yeager’s examples show that great leadership may include emphasis on high reliability as well as 
winning. This might seem surprising in the view of Yeager’s overall “ace” qualities. When coordi-
nate leadership does not take place, problems occur. In the BAC One-Eleven windscreen accident 
on June 10, 1990 (Birmingham, United Kingdom), a windscreen detached at 17,300 ft because it had 
been badly attached, nearly ejecting the pilot with it. A maintenance supervisor had done the job 
himself, owing to the shortage of personnel. As the supervisor did the job in a hurry, he installed 
the wrong bolts. No one else was present. He needed to have someone else to check his work, but 
instead, he became lost in the task (Maurino et al., 1995, pp. 86–101). Thus, failure to coordinate 
leadership can overload the person in charge.


 2. Get the information to the person who needs it. Th e information based on which decisions are made 
should be the best available, and the information possessed by one member of the organization 
has to be available in principle to anybody who needs it. Probably, no better example of intellec-
tual resource management can be cited than the Apollo moon fl ights. Th e organization was able 
to concentrate the needed intellectual resources to design systems and solve problems. Apollo 13’s 
emergency and recovery took place at the apogee of NASA’s high-integrity culture (Murray & Cox, 
1989, pp. 387–449). By contrast, a conspicuous example of failure to notify occurred in U.S. air 
force operations in northern Iraq on April 14, 1994. Two F-15 fi ghters shot down two U.S. army 
Blackhawk helicopters, killing all 26 peacekeepers on board. Th e accident took place through a 
series of mistaken perceptions, including Identifi cation Friend or Foe, AWACS mistakes, and failure 
to secure a good visual identifi cation. Th e army helicopters were also not supposed to be in that place 
at that time. A disturbing feature was that a similar misidentifi cation had taken place a year and a 
half before, but without a fatal result. In September 1992 two air force F-111’s nearly annihilated 
two army Blackhawks on the ground, realizing only at the last minute that they were American. A 
chance meeting at a bar revealed how close the air force had been to wiping out the army helicopters. 
But when this original “near miss” had taken place, no one had notifi ed the higher command about 
it, so no organizational learning occurred. Someone should have had the presence of mind to antici-
pate that another such incident would happen, and pick up the phone. (Snook, 2000, p. 215) In fact, 
one might use this criterion for cognitive effi  ciency of the organization: “Th e organization is able 
to make use of information, observations or ideas, wherever they exist within the system, without 
regard for the location or status of the person or group originating such information, observations 
or ideas” (Westrum, 1991). We will see later in this chapter that an organization’s cognitive adequacy 
can be assessed by just noting how closely it observes this principle.


 3. Keep track of what is happening, who is doing what, and who knows what. Th e ability to secure 
appropriate vigilance and attention for all the organization’s tasks, so that someone is watching 
everything that needs to be watched, is critical to safety. We are all familiar with the concept of 
mental workload from the studies of pilots and other operators of complex machinery. Yet, oft en 
the most important workload is that shouldered by top management. If “situational awareness” 
is important for the pilot or fl ight deck crew, “having the bubble” is what top management needs 
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(Roberts & Rousseau, 1989). Th e importance of management keeping track cannot be underesti-
mated. Managements having “too much on their minds” was implicated in the Clapham Junction 
railroad accident (Hidden, 1989), but it is a common problem in aviation as well. John H. Enders, 
vice chairman and past president of the Flight Safety Foundation, stated that the distribution of 
contributing cases for the last decade’s fatal accidents included “perhaps 60%–80% management 
or supervisory inattention at all levels” (Enders, 1992).


5.4.4 Maestros


A key feature promoting high integrity in any aviation organization is the standards set by the leaders. 
Th e most powerful standards are likely to be those set by the maestros, who believe that the organiza-
tion should operate in a manner consistent with their own high expectations (Vaill, 1982). In these 
organizations, persons of high technical virtuosity, with broad attention spans, high energy levels, a nd 
an ability to ask key questions, shape the culture. Th e maestro’s high standards, coupled with the other 
personal features, force awareness and compliance with these standards on the rest of the organization. 
Arthur Squires, in his book on failed engineering projects, noted that major technical projects without 
a  maestro oft en founder (Squires, 1986).


Th e absence of a maestro may cause the standards to slip or non-performance of critical functions. 
Such failures can be devastating to aerospace projects. An excellent example of such a project is the 
Hubble Space Telescope. Although the telescope’s primary mirror design and adjustment were criti-
cal for the mission, the mirror had no maestro. No single person was charged with the responsibility 
of making the system work (Caspars & Lipton, 1991). Likewise, historical analysis might well show 
that safety in the American space program was associated with the presence or absence of maestros. 
During the balmy days of Apollo, NASA fairly bristled with maestros (see Murray & Cox, 1989). Michael 
Collins, an astronaut, made this comment about NASA Flight Directors:


I never knew a “Flight” who could be considered typical, but they did have some unifying char-
acteristics. Th ey were all strong, quick, and certain. [For instance] Eugene Kranz, as fi ne a speci-
men of the species as any, and the leader of the team during the fi rst lunar land. A former fl ight 
pilot… he looked like a drill sergeant in some especially bloodthirsty branch of the armed forces. 
Mr. Kranz and the other Flight—Christopher C. Kraft , Jr., John Hodge, Glynn Lunney, Cliff ord 
Charlesworth, Peter Frank, deserve a great deal of the praise usually reserved for the astronauts, 
although their methods might not have passed muster at the Harvard Business School. For exam-
ple, during practice sessions not only were mistakes not tolerated, but miscreants were immedi-
ately called to task. As one participant recalls, “If you were sitting down in Australia, and you 
screwed up, Mr. Kraft , or Mr. Kranz, or Mr. Hodge would get on the line and commence to tell you 
how stupid you were, and you knew that every switching center… ships at sea, everybody and his 
mother, everybody in the world was listening. And you sat there and took it. Th ere was no mercy 
in those days.” (Collins, 1989, p. 29)


And they could hardly aff ord to have any mistakes. Space travel is even less forgiving than air travel 
when it comes to mistakes. Th is maestro-driven environment defi ned the atmosphere for Project Apollo. 
In the days of the Space Shuttle, maestros were much harder to fi nd. When NASA standards weakened, 
safety also decreased (Cooper, 1986; McCurdy, 1993).


Maestros shape climates by setting high standards for aviation organizations. Consider Gen. Yeager’s 
description of Colonel Albert G. Boyd in 1946. Colonel Boyd was then head of the Flight Test Division 
at Wright Field:


Th ink of the toughest person you’ve ever known, then multiply by ten, and you’re close to the kind 
of guy that the old man was. His bark was never worse than his bite: he’d tear your ass off  if you 
screwed up. Everyone respected him, but was scared to death of him. He looked mean, and he was.
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And he was one helluva pilot. He fl ew practically everything that was being tested at Wright, all the 
bombers, cargo planes, and fi ghters. If a test pilot had a problem you would bet Colonel Boyd would 
get in that cockpit and see for himself what was wrong. He held the three-kilometer low altitude 
world speed record of 624 mph, in a specialty built Shooting Star. So, he knew all about piloting, 
and all about us, and if we got out of line, you had the feeling that the old man would be more than 
happy to take you behind the hangar and straighten you out (Yeager & Janos, 1985, p. 113).


However, standards are not only strong because of the penalties attached. Th ey must be intelligently 
designed, clear, well understood, and consistently applied. Not all maestros are commanding person-
alities. Some maintain standards through more subtle means. Leighton I. Davis, Commanding Offi  cer 
of Holloman Air Force Missile Development Center in the 1950s, managed to elicit a fi erce loyalty 
from his offi  cers to such an extent that many of them worked 50 or 60 h a week so as to not to let 
him down. He got this loyalty by providing a highly supportive environment for research and testing 
(Lt. Col. Th omas McElmurry, personal communication, August 15, 1993).


Maestros protect the integrity through insistence on honest and free-fl owing communications. 
Maestro systems exhibit a high degree of openness. Decisions must be open and available, as opposed 
to a secretive or political one. Maestros may also be critical for organizational change. A maestro 
at United Airlines, Edward Carroll, a vice president, acted as the champion who sponsored United’s 
original program “Command, Leadership, and Resource Management,” which was the organization’s 
version of CRM. Carroll responded to the Portland, Oregon, crash of 1978 by promoting understand-
ing of the root causes and devising a comprehensive solution (K. Th omas, personal communication, 
October 20, 1994).


5.4.5 Communities of Good Judgment


We speculate that a high-integrity organization must constitute a “community of good judgment.” 
Good judgment is diff erent from technical competence. Although technical knowledge is objective and 
universal, judgment pertains to the immediate present. Judgment is the ability to make sound decision 
in real situations, which oft en involve ambiguity, uncertainty, and risk. Good judgment includes knowl-
edge of how to get things done, who can be counted on to do what, and usually refl ects deep experience. 
Maestros exemplify good judgment.


High integrity demands a culture of respect. When good judgment is compromised, respect is impos-
sible. In communities of good judgment, the individual’s position in the system is proportional to the 
recognized mastery. Each higher level in the system fosters an environment below it which encourages 
sound decisions. Individual capabilities are carefully tracked, and oft en, knowledge of individuals’ abili-
ties will not be confi ned to the next higher level, but will go two levels higher in the system, thus, provid-
ing the higher-ups with the knowledge of the organizational tasks which run parallel to the knowledge 
of people. In other words, there exists awareness not only of what people can do, but also of what they are 
supposed to do. Th ough this knowledge allows a high degree of empowerment, it is also demanding.


By the way, a good example of the formation of a high-integrity culture on board a destroyer of 
the United States Pacifi c Fleet is described by its initiator, Captain Michael Abrashoff  (2002). When 
Abrashoff  assumed command of the USS Benfold in 1978, he found a culture of distrust and disrespect. 
Determined to change the situation, Abrashoff  systematically built teamwork and cross-training in all 
departments of the ship. As he interviewed the entire crew, he found a stagnant fl ow of ideas, so he 
opened up the channels, built trust and respect, and used the crew’s ideas to improve operations. He 
strongly improved the crew’s quality of life as it improved its operational capability. Th e result was a 
model ship, high capable, and highly integrated. Its crew solved problems not only for the ship itself, but 
for the Fleet as a whole. Th e ship was awarded the Spokane Trophy as the most combat-ready ship in the 
Pacifi c Fleet. Th is remains the best description of the formation of a generative culture (see below) in the 
armed services of which we are aware.








5-16 Handbook of Aviation Human Factors


If this speculation is accurate, then the most critical feature may be that respect is given to the prac-
tice of good judgment, wherever it occurs in the organization, rather than to hierarchical position. Th is 
observation leads to an interesting puzzle: If the organization is to operate on the best judgment, how 
does it know what the best judgment is?


5.5 Organizational Culture


5.5.1 Corporate Cultural Features That Promote or Degrade High Integrity


Organizational culture. Organizations move to a common rhythm. Th e organization’s microculture 
ties together the diverse stands of people, decisions, and orientations. Th is organizational culture is an 
ensemble of patterns of thought, feeling, and behavior that guide the actions of the organization’s mem-
bers. Th e closest analogy one can make is to the personality or character of an individual. Th e ensemble 
of patterns is a historical product, and it may refl ect the organization’s experiences over a surprisingly 
long span of time (Trice & Beyer, 1993). It is also strongly shaped by external forces, such as national 
cultures and regional diff erences. Finally, it is shaped by conscious decisions about structure, strategy, 
and policy taken by top management (cf. Schein, 1992).


Organizational culture has powerful eff ects on the individual, but it infl uences rather than determin-
ing the individual actions. An organization’s norms, for instance, constrain action by rewarding or pun-
ishing certain kinds of acts. However, individuals can violate both informal norms and explicit policy. 
Furthermore, some organizational cultures are stronger than others, and have a greater infl uence on the 
organization’s members. For the individual, the norms constrain only to the extent that the organiza-
tion is aware of what the individual is doing, and the individual in turn may decide to “buy into” or may 
remain aloof from the norms.


Th e relative development success of two models of the Sidewinder missile, the AIM-9B and the 
AIM-9R, was shaped by these buy-in issues. Test pilots are very infl uential in shaping the perception 
of Navy top brass about novel weapon systems. Whereas careful eff orts were made to put test pilots 
psychologically “on the team” by the test personnel of the AIM-9B (1950s), such eff orts stalled on the 
AIM-9R (1980s). Th e test pilots failed to “buy in” to the new digital missile. Th e result was that the 
AIM-9R, in spite of technical successes, got a bad reputation in the Pentagon, and was eventually can-
celled. (Westrum, 1999, pp. 100, 202)


Organizational culture is an organic, growing concept, which changes over time—and of course, 
sometimes it changes more rapidly than at other times. Diff erent parts of the organization may refl ect 
variations of the culture, sometimes showing very substantial variations owing to diff erent backgrounds, 
varying experiences, local conditions, and diff erent leaders.


Aspects of culture. Anthropologists, sociologists, and psychologists (including human-factors spe-
cialists) have addressed organizational culture from the perspectives of their respective disciplines. 
As  culture has several facets, some researchers have emphasized on one, some another, or some a com-
bination of these facets. Th ree of the facets are cognitive systems, values, and behavior.


Culture exists as a share cognitive system of ideas, symbols, and meanings. Th is view was emphasized 
by Trice and Beyer (1993), who saw ideologies as the substance of organizational culture. Similarly, 
Schein, in his discussion (1992) on culture, described about organizational assumptions. An organiza-
tion’s assumptions are the tacit beliefs that members hold about themselves and others, shaping what 
is seen as real, reasonable, and possible. Schein saw assumptions as “the essence of a culture” (Schein, 
1992, p. 26), and maintained that a culture is (in part) “a pattern of shared basic assumptions that the 
group learned as it solved its problems of external adaptation and internal integration, that has worked 
well enough to be considered valid and, therefore, to be taught to new members as the correct way to 
perceive, think, and feel in relation to those problems” (p. 12).


Assumptions are also similar to what others addressed as “theories-in-use.” Argyris, Putnam, and 
Smith (1985) and Schon (1983) distinguished between espoused theory and theory-in-use. Th e former 
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is what the group presents itself as the one that they believe, and the latter is what it really believes. 
Espoused theory is easy to discuss, but changing it will not change the behavior. On the other hand, 
theory-in-use may be hard to bring to the surface.


Values refl ect judgments about what is right and wrong in an organization. Th ey may be translated 
into specifi c norms, but norms may not always be consistent with the values, especially those openly 
espoused. For instance, Denison (1990, p. 32) defi ned perspectives as “the socially shared rules and 
norms applicable to a given context.” Th e rules and norms may be viewed as the solutions to problems 
encountered by the organizational members; they infl uence how the members interpret situations and 
prescribe the bounds of acceptable behavior. However, the values held by an organization may be very 
diffi  cult to decipher, as what is openly proclaimed may in fact not be the one enforced (Schein, 1992, 
p. 17). Espoused values (Argyris et al., 1985) may refl ect what people may say in a variety of situations, 
but not what they do. Many participants in unsuccessful “quality” programs were too late to fi nd out that 
quality is a concept supported by management only as an espoused value, and not as a value-in-use. Th is 
separation is parallel to the diff erences in “theory” mentioned earlier. In any case, values may be diff er-
ent for diff erent subgroups, regions, and levels of responsibility. Sometimes, constellations of values are 
described as an organization’s climate. Dodd (1991), for instance, defi ned organizational culture as the 
communication climate rooted in a common set of norms and interpretive schemes about phenomena 
that occur as people work toward a predetermined goal. Th e climate shapes how organizations think 
about what they do, and thus, how they get things done. Some aviation organizations may have a strong 
common vision and we-feeling (e.g., Southwest Airlines), while others may represent an  amalgam of 
competing values, loyalties, and visions. Lautman and Gallimore (1987) found that management pilots 
in 12 major carriers thought that standards were set at the top of the organization, but so far, there has 
been a lack of in-depth studies to confi rm this assertion.


Finally, culture is a pattern of observable behavior. Th is view is dominant in Allport’s theory (1955) 
of social structure. Allport argued that social events involve observable patterns that coalesce into 
structures. He explored patterns that defi ned the social structures and implied them by examining 
the ongoing structure of interacting events. Although Allport did not defi ne the structures as cultures, 
his research provides a basis for the study of organizational culture. Similarly, Linebarry and Carleton 
(1992) cited Burke and Litwin regarding organizational culture as “the way we do things around here” 
(p. 234). Emphasizing behavior suggests that cultures can be discovered by watching what people do.


Th ese defi nitions and orientations constitute only a handful of those available. While they are intellec-
tually stimulating, none has been compelling enough to gain general acceptance. Even the outstanding 
survey of the literature by Trice and Beyer (1993) is short of a synthesis. Th us, no one has yet developed a 
complete and intellectually satisfying approach to organizational culture. However, while this basic task 
is being accomplished, incidents and accidents occur, and lives and money are being lost. Hence, some 
researchers have tried to focus on specifi c cultural forms that aff ect safety. For instance,


Pidgeon and O’Leary (1994) defi ned safety culture “as the set of beliefs, norms, attitudes, roles, • 
and social and technical practices within an organization which are concerned with minimizing 
the exposure of individuals, both within and outside an organization, to conditions considered to 
be dangerous” (p. 32).
Lauder (1993) maintained that safe corporate culture requires clear and concise orders, discipline, • 
attention to all matters aff ecting safety, eff ective communications, and a clear and fi rm manage-
ment and command structure.
Wood (1993) stated that culture, taken literally, is what we grow things in. He stated that:• 


Th e culture itself is analogous to the soil and water and heat and light needed to grow anything. 
If we establish the culture first, the safety committee, the audit program, and the safety 
newsletter will grow. If we try to grow things, such as safety programs, without the proper 
culture—they will die (p. 26).
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Westrum suggested that the critical feature of organizational culture for safety is information • 
fl ow. He defi ned three types of climates for information fl ow: the pathological, the bureaucratic, 
and the generative (Westrum, 1991). As these types bear directly on the concept of high integrity, 
we have elaborated them in the following section.


5.5.2 Communications Flow and the Human Envelope


Using his well-known model, Reason (1990) suggested that accidents occur when latent pathogens 
(undetected failures) are associated with active failures and failed defenses by operators at “the sharp 
end” (Figure 5.4). Ordinarily, this is represented by a “Swiss cheese model” in which accidents occur 
when enough “holes” in the Swiss cheese slices overlap. However, this can also be represented by the 
“human envelope” model proposed earlier. Each of Westrum’s organization types, because of its com-
munication patterns, represents a diff erent situation vis-à-vis, the buildup of latent pathogens in the 
human envelope. Eff ective communication is vital for identifying and removing these latent pathogens. 
We can represent each one in terms of both a diagram (Figure 5.5) and typical behaviors.
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FIGURE 5.4 Active and latent failures in the human envelope.


Pathological Bureaucratic Generative


Information is hidden
Messengers are shot
Responsibilities are shirked
Bridging is discouraged
Failure is covered up
New ideas are crushed


Information may be ignored
Messengers are tolerated
Responsibilities are compartmentalized
Bridging allowed but not encouraged
Organization is just and merciful
New ideas create problems


Information is actively sought
Messengers are trained
Responsibilities are shared
Bridging rewarded
Failure causes inquiry
New ideas are welcomed


FIGURE 5.5 How organizational cultures treat information.
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 1. Th e pathological organization typically chooses to handle anomalies by using suppression or 
encapsulation. Th e person who spots a problem is silenced or driven into a corner. Th is does not 
make the problem go away, but just the message about it. Such organizations constantly generate 
“latent pathogens,” as internal political forces act without concern for integrity. Pathogens are 
also likely to remain undetected, which may be dangerous for the place where it exists.


 2. Bureaucratic organizations tend to be good at routine or predictable problems. Th ey do not actively 
create pathogens at the rate of pathological organizations, but they are not very good at spotting 
or fi xing them. Th ey sometimes make light of the problems or only address those immediately 
presenting themselves, and the underlying causes may be left  untouched. When an emergency 
occurs, they fi nd themselves unable to react in an adaptive way.


 3. Th e last type of organization is the generative organization, which encourages communication 
as well as self-organization. Th ere exists a culture of conscious inquiry that tends to root out and 
solve problems that are not immediately apparent. Th e depth protects the STS. When the system 
occasionally generates a latent pathogen, the problem is likely to be quickly spotted and fi xed.


Although Westrum’s schema is intuitive and is well known in the aviation community, it is yet to be 
shown through quantitative studies that “generativity” correlates with safety.


Subcultures. In addition to coping with organization cultures, the problem is compounded by the 
 existence of subcultures within the aviation organization. Over a period of time, any social unit that 
produces subunits will produce subcultures. Hence, as organizations grow and mature, subcultures 
arise (Schein, 1992). In most cases, the subcultures are shaped by the tasks each performs. Diff ering 
tasks and backgrounds lead to diff erent assumptions. Within aviation organizations, subcultures have 
been identifi ed primarily by job positions. For example, distinctive subcultures may exist among cor-
porate management, pilots, mechanics, fl ight attendants, dispatch, and ground handling. Furthermore, 
these subcultures may show further internal diff erentiation, such as maintenance technicians versus 
avionics technicians, male fl ight attendants versus female fl ight attendants, sales versus marketing per-
sonnel, day-shift  versus night-shift  dispatch, and baggage versus fuel handlers.


Subcultural diff erences can become important through varying assumptions. Dunn (1995) reported 
on fi ve factors identifi ed at the NASA Ames Research Center that led to diff erences between the cabin 
crew and cockpit crew. Four of the fi ve factors were rooted in assumptions that each group held about 
the other. Dunn reported that


Th e historical background of each group infl uences the attitudes that they hold about each other.• 
Th e physical separation of the groups’ crew stations leads to a serious lack of awareness of each • 
group’s duties and responsibilities.
Psychological isolation of each group from the other leads to personality diff erences, misunder-• 
standing of motivations, pilot skepticism, and fl ight attendant ambivalence regarding the chain 
of command.
Organizational factors such as administrative segregation and diff erences in training and sched-• 
uling create group diff erences.
Regulatory factors lead to confusion over sterile cockpit procedures and licensing requirements.• 


Dunn argued that oft en the subcultures, evolving from shared assumptions, are not in harmony with 
each other—nor do they always resonate with the overall organizational culture. Th ese groups are very 
clearly separated in most companies. Th e groups work for diff erent branches of the company, have dif-
ferent workplace conditions, power, and perspectives. Th is lack of harmony can erode the integrity 
of the human envelope. Dunn provided a number of examples to depict the hazardous  situations that 
can result from diff erences between the cockpit crew and the fl ight attendant crew. She noted that a 
Human-Factor Team that investigated the 1989 Dryden accident found that such separation was a 
contributing factor to the accident. Th ese problems were further confi rmed in an important study 
by Chute and Wiener (1995). Chute and Wiener documented the safety problems caused by lack of 
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common training, physical separation, and ambiguous directives—such as the sterile cockpit rule. 
When emergencies arise, the resulting lack of coordination can have lethal consequences (Chute & 
Wiener, 1996).


Schein (1992) proposed that in some cases, the communication barriers between subcultures are so 
strong that organizations have to invent new boundary-spanning functions or processes. One example 
of such eff orts is the recent initiative by the FAA and some industry groups calling for joint training 
programs between pilots and fl ight attendants. Such joint training can be very eff ective. Some years 
ago, one of us (Adamski) spoke about pilot and fl ight attendant relationships with a close friend, a cap-
tain with a major U.S. airline. Th e captain said that he had just attended his fi rst joint training session 
between pilots and fl ight attendants, since his employment with the airline. With some amazement, he 
said that previously he never had any idea about the problems or procedures faced by the cabin crew. 
Th is joint training was the airline’s fi rst attempt to provide a bridge between the two subcultures. Joint 
training eff orts have oft en produced positive results (Chute & Wiener, 1996).


Major Empirical Studies. Much research has been conducted to explore the many facets of organizational 
culture in the aviation community and the related high-tech industries. In most of these researches, 
improving safety and reliability has been the primary purpose. Although the fi ndings are valuable, gen-
erally, they have been advanced without a previously articulated theory.


One of the earliest and most interesting examples of subtle creation of a safety culture in an avia-
tion operation was provided by Patterson (1955), who managed to shift  attitudes about accidents at a 
remote airbase in World War II as well as accomplish cross-functional cooperation, at the same time. 
Patterson’s approach later became well known as “sociotechnical systems theory” and under the lead-
ership of Eric Trist and others, it accumulated an imposing body of knowledge (e.g., Pasmore, 1988). 
Th e CRM concepts and sociotechnical idea have many factors in common. Nevertheless, although STS 
theory may be enormously helpful in aviation, it is yet to move out of the industrial environment that 
spawned it. Instead, current aviation research has focused on the organizational antecedents of “systems 
accidents” and CRM-related attitude and behavior studies.


Th e work on “systems accidents” was initiated by Turner (1978) and Perrow (1984), with major con-
tributions from Reason (1984, 1990) and others. Turner and Perrow showed that accidents were “man-
made disasters” and that the dynamics of the organizations routinely generated the conditions for these 
unhappy events. Reason traced the psychological and managerial lapses leading to these accidents in 
more detail. Reason noted that in accident investigations, blame was oft en placed on the operators at 
the “sharp end,” whereas the conditions leading up to the accident (the “soft  end”) are given less empha-
sis. However, in fact, more probing has demonstrated that management actions are strongly impli-
cated in accidents. For instance, the Dryden, Ontario, accident (1989), was initially dismissed as pilot 
error; however, investigation showed that it was rooted to problems far beyond the cockpit (Maurino 
et al., 1995, pp. 57–85). Similarly, in the controlled-fl ight-into-terrain accident on Mt. Saint-Odile, near 
Strasbourg, on January 20, 1992, a critical defi ciency was the lack of a ground proximity warning system 
(Paries, 1994). Th e reasons for the lack of such systems reached far beyond the pilots, to management 
and national regulation.


5.5.3 Climates for Cooperation


In a parallel development, there was some outstanding ethnographic work by the “high-reliability” 
group at the University of California, Berkeley. In contrast to Perrow, the Berkeley group decided to fi nd 
out why some organizations could routinely and safely carry out hazardous operations. Gene Rochlin, 
Todd LaPorte, Karlene Roberts, and other members of the “high-reliability group” carried out detailed 
ethnographic studies of aircraft  carriers, nuclear power plants, and air-traffi  c control to determine why 
the accident rates for some of these operations were as low as they were found to be. Th ese studies 
 suggested some of the underlying principles for safe operation of large, complex systems, including
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 1. “Heedful interaction” and other forms of complex cooperation.
 2. Emphasis on cooperation instead of hierarchy for task accomplishment. Higher levels monitor 


lower ones, instead of direct supervision at times of crisis.
 3. Emphasis on accountability and responsibility and avoidance of immature or risky business.
 4. High awareness about hazards and events leading to them.
 5. Forms of informal learning and self-organization embedded in organizational culture.


Th e richness of the Berkeley studies is impressive, yet they remain to be synthesized. A book by Sagan 
(1993) sought to compare and test the Perrow and Berkeley approaches, but aft er much discussion (Journal 
of Contingencies and Crisis Management, 1994) by the parties involved, many issues remain unresolved.


Meanwhile, another approach developed from the work on CRM (see Maurino, Chapter 9, this 
 volume). Robert Helmreich and his colleagues developed and tested materials for scoring actions and 
attitudes indicative of eff ective CRM. Originally, these materials grew out of the practical task of evalu-
ating pilots’ CRM attitudes, but have since been developed and extended to be used as measures of 
organizational attributes as well—for example, the presence of safety-supportive cultures in organiza-
tions. Th e more recent work has been strongly infl uenced by scales developed by Hofstede (1980) for 
studying diff erences in the work cultures of nations (discussed later). Using the Flight Management 
Attitudes Questionnaire, Merritt, and Helmreich (1995) made some interesting observations about 
safety- supportive attitudes in airlines. For instance, they observed that national cultures diff ered on 
some attitudes relevant to safety (see Figures 5.6 through 5.8).


Th e data in Figures 5.6 through 5.8 require some discussion. It is evident, for instance, that there 
are diff erences among nations as well as within a nation. In terms of diff erences between nations, one 
might expect “Anglo” (U.S./northern European) cultures to have features that support better informa-
tion fl ow. Hence, it is not surprising to fi nd that pilots in Anglo cultures seem more willing to support a 
fl attened command structure (Figure 5.6). However, pilots from more authoritarian cultures apparently 
support a higher degree of information sharing than their Anglo counterparts (Figure 5.7)! According 
to Merritt and Helmreich, in authoritarian cultures, because of the large status diff erences in command, 
information-sharing needs to be particularly emphasized. However, the most-interesting features are 
the dramatic diff erences between the airlines from the same nation and the positive organizational cul-
ture (Figure 5.8). Positive organizational culture refl ects questions about positive attitudes toward one’s 
job and one’s company. Th e airline designated USA 1 has a culture in the doldrums, when compared 
with the remarkable showing for USA 5, especially, considering that these are averaged scores for the 
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FIGURE 5.6 Support for a fl attened command structure among pilots. (Data from the NASA/University of Texas/FAA 
Crew Resource Project.)








5-22 Handbook of Aviation Human Factors


organization’s members. One can only ponder on the impacts that these organizational attitudes have 
on safety, because the airlines in the study are anonymous.


In a related paper, Law and Willhelm (1995) showed that there are equally remarkable behavioral 
diff erences between the airlines. Using the Line/LOS Checklist developed by the NASA/University of 
Texas/FAA Aerospace Crew Project, raters observed and scored 1300 pilots. Figure 5.9 shows the results 
for two airlines identifi ed only as “1” and “2.” Th ese assessments of behavioral markers show even greater 
variations in safety-related behavior than the attitudes studied by Merritt and Helmreich. In addition, 
Law and Willhelm (1995) showed that there are diff erences in CRM among the fl eets of the same airline 
(Figure 5.10). However, the underlying features (history, recruitment, leadership, etc.) that account for 
these diff erences are unknown. However, both sets of data provide very strong evidence that organiza-
tional culture is related to safety.
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FIGURE 5.7 Support for information sharing among pilots. (Data from the NASA/University of Texas/FAA 
Crew Resource Project.)
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FIGURE 5.8 Positive organizational culture will airlines. (Data from the NASA/University of Texas/FAA Crew 
Resource Project.)
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5.5.4 National Differences in Work Cultures


Aviation operates in a global community. Some aviation organizations are monocultural: Th ey operate 
within a specifi c area of the world and employ people largely from that same national culture. Th ese avi-
ation organizations manifest many of the features of the national cultures from which they developed. 
Others are multicultural: Th ey have facilities throughout the world and employ people from a variety 
of national cultures. Multicultural crews represent a particular challenge. Recently, a physical struggle 
over the controls of an Airbus 300 broke out on a Korean Airlines fl ight deck as a Canadian captain and 
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FIGURE 5.10 Ratings of crew eff ectiveness by fl eet in two airlines. (Data from the NASA/University of Texas/FAA 
Crew Resource Project.)
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FIGURE 5.9 Overall crew eff ectiveness in two airlines. (Data from the NASA/University of Texas/FAA Crew 
Resource Project.)
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a Korean fi rst offi  cer struggled over how the landing should be managed. Th e fi rst offi  cer’s command of 
English was insuffi  cient to express his concerns, and hence, he simply grabbed the wheel. Finally, the 
plane crash-landed and then burned; fortunately, there were no casualties (Glain, 1994). Obviously, get-
ting multicultural groups to work well together will be one of the key tasks that the aviations community 
has to face in the next decade.


As pointed out by anthropologists such as Hall (1959) for many years, each society is observed to 
provide its members with a “mental program” that specifi es not only the general orientations, but also 
minute details of action, expression, and use of space. Travelers are oft en taken aback when foreigners 
act in ways that seem incomprehensible at home. However, on a fl ight deck or in a control tower, these 
diff erences can have serious consequences.


One useful framework for sorting out the diff erences in organization-relevant values between  cultures 
was developed by Hofstede (1980). He identifi ed four dimensions of national culture: power distance, 
uncertainty avoidance, individualism/collectivism, and masculinity.


Power distance is the degree to which members of a culture will accept diff erences in power between 
the superiors and subordinates. An unequal distribution of power over action is common in aviation 
organizations. It provides a way through which organizations can focus control and responsibility. 
However, the power distance varies considerably. In some cultures, the “gradient” is far steeper than 
others. As we have seen in the data provided by Helmreich and Merrit, discussed earlier, this trait shows 
strong variations, especially between Anglo and non-Anglo cultures.


Th e second dimension that Hofstede identifi ed is the uncertainty avoidance. Th is is the tolerance that 
a culture holds toward the uncertainty of the future, which includes the elements of time and anxiety. 
Cultures cope with this uncertainty through the use of technology, law, and religion, while organiza-
tions cope using technology, rules, and rituals. Organizations reduce the internal uncertainty caused by 
the unpredictable behavior of the members by establishing rules and regulations. According to Hofstede 
(1980, p. 116), organizational rituals are nonrational, and their major purpose is to avoid uncertainty. 
Training and employee development programs may also be used to reduce uncertainty. As technology 
creates short-term predictability, it can also be used to prevent uncertainty. One way in which this takes 
place is through over-reliance on fl ight management systems (FMS) as opposed to CRM. Sherman and 
Helmreich (1995) found a stronger reliance on automation, for instance, in cultures with high power 
distance and strong uncertainty avoidance.


Individualism/collectivism, the third dimension, expresses the relationship between a member of 
a culture and his or her group. It is refl ected in the way the people live together and are linked with 
societal norms, and aff ects the members’ mental programming, structure, and functioning of the 
organizations. Th e norm prevalent within a given society regarding the loyalty expected from its 
members obviously shapes how the people are related to their organizations. Members of collectivist. 
societies have a greater emotional dependence on their organizations. Organizations may emphasize 
individual achievement or the welfare of the group. Th e level of collectivism aff ects the willingness of an 
organization’s members to comply with the organizational requirements. Willingness to “go one’s own 
way” is at one pole of the continuum. At the other pole is the willingness to keep silent and go along with 
the group—oft en a fatal response in an emergency.


How diff erent societies cope with masculinity/femininity is the fourth dimension identifi ed by 
Hofstede (1980, p. 1976). Although masculine and feminine roles are associated with the roles for males 
and females, respectively, in many societies, how polarized the sexes are on this dimension varies to 
a greater extent. Th is dimension is obviously important for aviation. Th e “macho” attitude so oft en 
complained about in CRM seminars refl ects a high masculinity orientation, and “task leadership” ver-
sus “socioemotional leadership” is also associated with this dimension (Bales, 1965). Similarly, some 
cultures may value masculine roles more highly than feminine ones. Recently, it was reported by the 
Chicago Sun Times that 20 Indian Airline fl ights were canceled because the pilots were upset that some 
senior fl ight attendants were getting more paid than themselves. Th e article stated that the pilots sat at 
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the their seats with arms folded and refused to fl y if certain fl ight attendants were onboard. Th e fl ight 
attendants retaliated by refusing to serve tea to the pilots.


Helmreich (1994) made a convincing argument that three of Hofstede’s four variables were 
important in the crash of Avianca 052, which ran out of fuel in a holding pattern over Long Island 
on January 25, 1990. The pilots failed to communicate successfully with each other and with the 
ground, allowing a worsening situation to go unrecognized by the air-traffic control. Many of 
the CRM failures that Helmreich identified as being present during the f light seem to be associ-
ated with the high power  distance, collectivist, and uncertainty-avoiding features of the pilots’ 
Colombian culture.


Johnston (1995) speculated that diff erences in the cultural orientations might aff ect the response to 
and acceptance of CRM. Th e CRM itself is a value system, and may or may not collate with the local 
value systems. However, it is dangerous, as pointed out Johnston, to assume that regional diff erences in 
accident rates refl ect the CRM orientations. He cited a paper by Weener (1990) that showed that although 
small aircraft  accident rates vary strongly based on the diff erent regions, accident rates for intercon-
tinental aircraft  are similar between developed and developing nations. Th e reason, as suggested by 
Johnston, is that international airports are more likely to operate on a world standard, while diff erences 
in the infrastructure show up more strongly in general accident rates. Hence, economic diff erences 
may be similar to that of culture in understanding accident rates. Th us, culture may be an important 
explanatory variable, but other diff erences between the nations need to be taken into account.


5.6 Maintaining Human Assets


5.6.1 Training, Experience, and Work Stress


Maintaining the human assets of an organization is critical to high integrity. Yet human assets are oft en 
neglected. Accident and incident reports are fi lled with descriptions of inadequate training, inappropri-
ate tasking, fatigue, job-related stress, boredom, and burnout.


Huge diff erences can be found in the approaches that organizations take with regard to their 
 members. Although high-integrity organizations are careful with their people, obviously many oth-
ers are not. High-performance teams, for instance, are anything but passive in their attitude toward 
the people who are members. Th ey show special care in hiring, making sure their people get trained 
correctly, giving personnel appropriate tasks, and monitoring how they are doing. New members 
are carefully vetted and “checked out” to observe their capabilities. Previous training is not taken 
for granted, and rather, new recruits are given a variety of formal and informal tests to assess their 
abilities.


Evaluating new member is not enough. Once skills have been certifi ed, personnel have to join the 
team psychologically as well as legally. Aviation systems are oft en tightly coupled (Perrow, 1984). Th is 
means that all personnel need to be considered as a part of the system, because a failure by any one of 
them may cause grave problems. Yet, oft en higher managers fail to secure “buy in” by the organization’s 
less visible members, and hence, the resulting disaff ection by the “invisibles” can be costly. For example, 
maintenance personnel oft en have important roles in protecting safety, but seldom receive anything 
like the attention lavished on the fl ight deck crew by the management, public, and academics (Shepherd, 
1994). Securing “buy in” by this group will be diffi  cult, because while their failure receives swift  atten-
tion, their successes are seldom so visible.


In a high-integrity organization, human assets are carefully maintained and assigned, and the experi-
ence of the operators is matched with the requirements of the task. If inexperienced or stressed workers 
are present, then they are put under careful supervision. In the study by Mouden (1992), mentioned 
earlier, frequent high-quality training was presumed to be the most important means of preventing 
accidents within the aviation organizations. However, training, especially high-quality training, is 
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expensive. Organizations on the economic margin or in the process of rapid change or expansion, oft en 
neither do not have the money nor the time to engage in the training needed. In these organizations, 
integrity is oft en compromised by economic pressures.


One reason for lower integrity is the higher managers who allow the standards to slip. Th is appears to 
have been the case at Continental Express prior to the stabilizer detachment accident (discussed later). 
Th e NTSB Board Member John Lauber, in a minority opinion, noted that:


The multitude of lapses and failure committed by many employees of Continental Express 
discovered in this investigation is not consistent with the notion that the accident originated 
from isolated, as opposed to systematic, factors. It is clear based on this [accident] record 
alone, that the series of failures that led to the accident were not the result of an aberration, 
but rather resulted from the normal, accepted way of doing business at Continental Express 
(NTSB, 1992, p. 53).


In an Addendum to this report, Brenner further explored the probability that two managers, in par-
ticular, the subsidiary’s president and its senior director of maintenance and engineering, allowed the 
airline’s maintenance standards to deteriorate (NTSB, 1992, Addendum). Continental’s president had 
been an executive for Eastern Airlines and during this period, had made positive statements about the 
quality of maintenance during his watch which did not accord with the Eastern practices, as discovered 
by investigators. Th e maintenance director had earlier been director of quality control at Aloha Airlines 
when one of its planes suff ered a preventable structural failure, resulting in the detachment of a fuselage 
upper lobe. Placing such people in critical positions in an airline suggests that higher management at 
Continental did not put high integrity in the foremost place.


Another way to create hazardous conditions is to turn operations over to undertrained or tempo-
rary personnel. It is well known that training fl ights, for instance, have unusually high accident rates. 
Furthermore, the accident literature describes many major blunders, sometimes fatal, which have taken 
place owing to inexperienced people at the controls of the airplane, the bridge of the ship, the chemical 
or nuclear reactor, and so on (cf. Schneider, 1991). Having such people in control oft en causes incidents 
or accidents because:


 1. Th ey make decisions based on lack of knowledge, incorrect mental models, or fragmentary infor-
mation. For instance, they may not have an adequate idea on what a lapse on their part may mean 
for another part of the operation.


 2. Newcomers or temporaries may not be part of the constant dialogue and may intentionally be 
excluded from participation in informal briefi ngs, story-swapping, and so on.


 3. Th ose who need surveillance by the supervisor increase the latter’s mental workloads and thus, 
distract him or her.


 4. Newcomers and temporary workers may have little commitment to the organization’s standards, 
values, and welfare.


 5. If they make errors or get into trouble, they are less likely to get the problem fi xed rapidly, for fear 
of getting into trouble.


Even trained people can become risks if they are overstressed or tired. Moreover, oft en, economic 
pressures during highly competitive times or periods of expansion will encourage dubious use of 
human assets. Th is can happen even in the best fi rms. For instance, in 1988, users of Boeing 737s and 
767s found that some of the fi re extinguishers on these planes had crossed connections—that is, when 
one side was called for, the other side’s sprinklers came on. Although the crossed connections were 
not implicated in an accident, the possibility was present. An even more serious problem with engine 
overheat wiring was discovered on a Boeing 747 of Japan Airlines. Investigation showed that hoses 
as well as wires were misconnected, and that the problem was widespread. Ninety-eight instances of 
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plumbing or wiring errors were found on Boeing aircraft  in 1988 alone. Th e FAA inspections in the 
Boeing plant at Everett, Washington, showed that quality control had slipped. Even the maintenance 
manual for the 757 was found to be incorrect, showing that the connections were reversed. A possible 
explanation for these various problems was the sudden brisk demand for Boeing products. Boeing’s 
response may have been to use its assets outside the envelope of safe operation. According to one 
engineer:


…a too ambitious schedule for the new 747-400 aircraft  has caused wiring errors so extensive that a 
prototype had to be completely rewired last year, a $1 million job… Th e Boeing employee also said 
the long hours some employees were working last year [1988] on the 747-400 production line—12 
hour days for seven days a week, including Th anksgiving, Christmas, and New Year’s Day—had 
turned them into zombies (Fitzgerald, 1989, p. 34).


Such high-stress situations are likely to result in errors that are easier to commit and harder to spot, 
thus, creating latent pathogens.


Layoff s of experienced people, whether owing to strikes, downsizing, or retirement policies, are likely 
to endanger integrity in aviation organizations and elsewhere. When the Chicago Post Offi  ce retired 
large numbers of its senior, experienced personnel, it shortly encountered severe problems: mails piled 
up, were put in trash baskets, or even were burned. Th e senior managers were badly needed to keep the 
system running, and the eff ects of their retirement were both unexpected and damaging to the integrity 
of the Post Offi  ce operations (Franzen, 1994). Similarly, when the PATCO strike led to large numbers of 
experienced air-traffi  c controllers being fi red, extreme measures were needed to keep the system  running. 
In fact, the air-traffi  c control system experienced many anxious moments. Although the feared increase 
in accidents did not take place, the stress experienced by many managers and others who took the place 
of the fi red controllers in control towers was evident.


Major changes of any kind are likely to cause stress. Such changes include mergers, expansions, 
downsizing, or moving to new facilities. One of the most severe impacts on safety was the deregula-
tion of U.S. airlines in 1978. Deregulation imposed additional pressures on many marginal opera-
tors, and led to mergers that brought together incompatible cultures. A study of one unstable and 
two stable airlines by Little, Gaff ney, Rosen, and Bender (1990) showed that pilots in the unstable 
airline showed signifi cantly more stress than those in the stable airline. Th is supports what the com-
mon sense suggests: A pilot’s workload will increase with worries about the company. Th e Dryden, 
Ontario, accident also took place in the wake of a merger between Air Ontario and Austin Airways 
Limited. Investigation showed that the merger resulted in unresolved problems, such as unfi lled or 
overburdened management roles, minimal fl ight following, and incompatible operations manuals 
(Maurino et al., 1995, pp. 57–85).


Pilots’ worries about the companies in trouble may be well founded. A company in economic trouble 
may encourage pilots to engage in hazardous behavior, may confront the pilot with irritable supervisors, 
or may skimp on maintenance or training. It may be tempting to operate on the edge of the “safe region.” 
An investigation of the airline U.S. Air by the New York Times showed that a climate existed in which 
fuel levels might not be carefully checked, resulting in some cases when the planes leave the airport with 
less fuel than they should have had (Frantz & Blumenthal, 1994).


Furthermore, government organizations are also not immune from the economic pressures. Th e 
American Federal Aviation Administration oft en uses undertrained inspectors to carry out its criti-
cal role of monitoring the safety of air carriers. It has a huge workload and a relatively a small number 
of staff  to do the job. Th us, it may not be surprising to note that inspections are oft en perfunctory and 
sometimes overlook serious problems (Bryant, 1995b).


Th ese examples suggest that while human assets may be expensive to maintain, failure to maintain 
them may well prove to be more expensive.
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5.7 Managing the Interfaces


5.7.1 Working at the Interface


One of the biggest problems faced by aviation organizations is handling transactions across the bound-
aries of organizational units. Th is includes subsystems of the organization as well as the organization’s 
relations with external bodies, ranging from unions to regulators. It is in these interfaces that things 
frequently go wrong.


One interface problem is hand-off s. When there is a failure to communicate across interfaces, the 
breakdown can set up some of the most dangerous situations in aviation. As an airplane is handed off  
from one set of controllers to another by the air-traffi  c control, as a plane is turned over from one main-
tenance crew to another, and as initiative on the fl ight deck is passed back and forth, loss of information 
and situational awareness can occur. It is essential that the two spheres of consciousness, that of the 
relinquisher and that of the accepter, intersect long enough to transfer all the essential facts.


Th e loss of a commuter aircraft , Embraer-120RT on September 11, 1991, belonging to Continental 
Express (Flight 2574), took place when the leading edge of the left  horizontal stabilizer detached during 
the fl ight. Th e aircraft  crashed, killing all onboard. Investigation showed that the deicer boot bolts had 
been removed by one maintenance shift , but were not replaced by the succeeding one, owing to faulty 
communications. Th e accident report (NTSB, 1992) commented that management was a contributing 
factor in setting up the conditions that led to confusion at the interface.


Another common problem is the failure to put together disparate pieces of information to get a pic-
ture of the whole situation. Th is apparently was one of the problems that led to the shoot-down of two 
U.S. Navy helicopters by Air Force fi ghters in Iraq. Inside the AWACS aircraft  monitoring the airspace, 
each radarmen at diff erent positions each had a piece of the puzzle; however, they failed to compare the 
notes. Th us, the failure in crew coordination led to the helicopters being identifi ed as unfriendly, and 
they were shot down (Morrocco, 1994; see also Snook, 2000).


When two organizations are jointly responsible for action at an interface, neither may assume 
responsibility. We have already noted the breakdown of an interface in the Manchester fi re of 1985. 
Th e  following is the comment by John Nance on the source of the deicing failure that led to the Air 
Florida (Potomac) Crash in 1982:


Th ere were rules to be followed, inspections to be made, and guidelines to be met, and someone was 
supposed to be supervising to make certain it was all accomplished according to plan. But neither 
Air Florida’s maintenance representative nor American’s personnel had any idea whose responsi-
bility it was to know which rules applied and who should supervise them. So no rules were applied 
at all and no one supervised anything. Th ey just more or less played it by ear (Nance, 1985, p. 255).


In contrast to this catch-as-catch-can approach, high-integrity organizations carefully control what 
comes into the organization and what goes out. An excellent example of such management of an inter-
face is Boeing’s use of customer information to provide better design criteria for the 777. Airlines were 
actively involved in the design process, providing input not only about layout, but also about  factors that 
aff ected inspection and repair (O’Lone, 1992). By contrast, the Airbus 320 development seems to have 
made many French pilots, at least, feel that dialogue between them and the designers was unsatisfactory 
(Gras et al., 1994).


Th e best interfaces include overlapping spheres of consciousness. We can think of the individual 
“bubble,” or fi eld of attention, as a circle or sphere (in reality, an octopus or a star might be a better 
model). Th e worst situation would be if such spheres do not overlap at all; in this case, there would be 
isolation, and the various parties would not communicate. Th e best situation would be when the overlap 
is substantial, so that each would have some degree of awareness of the other’s activities. However, some-
times the spheres, only touch at a single tangent point. In this case, there is a “single-thread” design, 
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a fragile communication system. Single-thread designs are vulnerable to disruption, because the single 
link is likely to fail. Th erefore, redundant channels of communication and cross-checking characterize 
the high-integrity teams. Unfortunately, some individuals do not want to share information, as it would 
entail sharing power. Th is is one of the reasons for the pathological organizations to become very much 
vulnerable to accidents: In such organizations there are few overlapping information pathways.


5.7.2 External Pressures


Another problem for the aviation community is with regard to coping with external forces. Aviation 
organizations are located in the interorganizational “fi elds of force,” and are aff ected by social pres-
sures. Th ese fi elds of force oft en interfere with integrity. Th e actions of organizations are oft en shaped by 
political, social, and economic forces. Th ese forces include airlines, airports, regulators and the public. 
One air charter organization, B & L Aviation, experienced a crash in a snowstorm in South Dakota. 
Th e crash was blamed on pilot error. However, aft er the crash, questions were raised about the regula-
tory agencies’ oversight of B & L’s safety policies. One agency, the FAA, had previously given the fl ying 
organization a clean bill of health, but the Forest Service, which also carries out aviation inspections, 
described it as having chronic safety problems. Further investigations disclosed that a U.S. Senator 
and his wife (an FAA offi  cial) had tried to limit the Forest Service’s power and even eliminate it from 
inspecting B & L (Gerth & Lewis, 1994). Th e FAA, in general, is caught in such fi elds of local political 
and economic forces, and some have questioned its ability to function as a regulator owing to confl icting 
pressures and goals (e.g., Adamski & Doyle, 1994; Hedges, Newman, & Carey, 1995). Similarly, groups 
monitoring the safety of space shuttles (Vaughn, 1990) and the Hubble Space Telescope (Lerner, 1991) 
were subtly disempowered, leading to major failures.


Other individuals and groups formally “outside” the aviation organization may have a powerful 
impact on its functioning. Terrorists are an obvious example, but there are many others. Airport main-
tenance and construction crews, for instance, can cause enormous damage when they are careless. In 
May 1994, a worker in Islip, New York, knocked over a ladder and smashed a glass box, turning on an 
emergency power button; and the aircraft  in three states were grounded for half an hour (Pearl, 1994). 
In September 1994, a worker caused a short circuit that snarled the air traffi  c throughout the Chicago 
region (Pearl, 1994). On January 9, 1995, power to Newark International Airport was shut down when 
a construction crew drove pilings through both the main and auxiliary power cables for the airport 
(Hanley, 1995).


5.8 Evaluation and Learning


5.8.1 Organizational Learning


All aviation organizations learn from experience, but how well they learn is another issue. In the avia-
tion community, learning from mistakes is critical because failure of even a subsystem can be fatal. 
As aircraft  parts are mass-produced, what is wrong with one plane may be wrong with others. Th erefore, 
systematic error must be detected soon and rooted out quickly. When compared with other transport 
systems, aviation seems to have a good system for making such errors known and get corrected quickly 
(Perrow, 1984). For instance, when two rudders on Boeing 737s malfunctioned, all the units that had 
been modifi ed by the procedure and thought to have caused the problem were checked (Bryant, 1995a). 
Similarly, when some propellers manufactured by Hamilton Standards proved defective, the FAA 
insisted that some 400 commuter planes be checked and defective propellers be replaced (Karr, 1995). 
Th is form of “global fi x” is typical of, and somewhat unique to, the aviation industry. However, many 
other problems are not dealt with so readily.


It may be useful to classify the cognitive responses of aviation organizations to anomalies into a rough 
spectrum, such as the one presented in Figure 5.11 (based on Westrum 1986).
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5.8.2 Suppression and Encapsulation


Th ese two responses are likely to take place when political pressures or resistance to change is intense. 
In suppression, the person raising questions is punished or eliminated. Encapsulation happens when 
the individuals or group raising the questions are isolated by the management. For instance, an Air 
Force lieutenant colonel at Fairchild Air Force Base, in Washington state, showed a long-term pattern 
of risky fl ying behavior that climaxed in the spectacular crash of a B-52. Although similar risky behav-
ior continued over a period of years, and must have been evident to a series of commanding offi  cers, 
none prevented the offi  cer from fl ying, and in fact, and he was put in charge of evaluating all B-52 pilots 
at the base (Kern, 1995). When this case and others were highlighted in a report by Allan Diehl, the 
Air Force’s top safety offi  cial, Diehl was transferred from the Air Force Safety Agency in Albuquerque, 
New Mexico, to a nearby Air Force testing job (Th ompson, 1995). Th e attempts to get photos of the 
shuttle Columbia during its last fl ight suff ered encapsulation. When questions about the foam strike 
arose while the Columbia was orbiting in space, several individuals wanted photos of the potential 
damage. For instance, a group of NASA engineers, whose chosen champion was structural engineer 
Rodney Rocha, felt that without further data, they could not determine if the shuttle had been damaged 
seriously by the foam strike. Rocha made several attempts to get permission to have the Air Force take 
photos. Th e Air Force was willing to get the photos. But it was told by the Mission Management Team 
and by other NASA offi  cials that it did not want further photographs. Rocha’s requests were rebuff ed by 
the Mission Management Team, the Flight Director for Landing, and NASA’s shuttle tile expert, Calvin 
Schomburg. Whether such photos would have aff ected the shuttle’s ultimate fate is unknown, but in 
retrospect NASA seems reckless not to have gotten them. (See Cabbage & Harwood, 2004, p. 134 and 
elsewhere). “Fixing the messengers…….” Fixing the messengers instead of the problems is typical of 
pathological organizations. Cover-ups and isolation of whistle-blowers are obviously not a monopoly 
of the U.S. Air Force.


5.8.3 Public Relations and Local Fixes


Organizational inertia oft en interferes with learning. It makes many organizations respond to failure 
primarily as a political problem. Failure to learn from the individual event can oft en take place when 
failures are explained through public relations, or when the problem solved is seen as a personal defect 
or a random glitch in the system. For instance, even though the Falklands air war was largely won by 
the Royal Navy, public relations presented the victory as a triumph for the Royal Air Force (Ward, 1992, 
pp. 337–351). Th e public relations campaign obscured many RAF failures, some of which should have 
forced a reexamination of doctrine. Similarly, it has been argued that problems with Boeing 737–200s’ 
pitching-up needed more attention than the situation, even aft er the Potomac crash of an Air Florida jet 
(Nance, 1986, pp. 265–279). Previously, Boeing had responded to the problem with local fi xes, but with-
out the global reach that Boeing could easily have brought to bear. When Mr. Justice Moshansky was 
investigating the Dryden, Ontario accident, legal counsel for both the carrier and the regulatory body 
sought to limit the scope of the inquiry and its access to evidence. Fortunately, both these attempts were 
resisted, and the inquiry had far-reaching eff ects (Maurino et al., 1995, Foreword).


Organizational responses to anomaly


Suppression


Encapsulation


Public relations


Local fix


Global fix


Inquiry


FIGURE 5.11 Organizational response to anomaly.
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5.8.4 Global Fix and Refl ective Inquiry


In a high-integrity organization, failures are considered as occasions for inquiry, not blame and pun-
ishment (cf. Johnston, 1993). Aviation organizations frequently use global fi xes (e.g., airworthiness 
directives) to solve common problems. However, the aviation community also has a large amount of 
“refl ective inquiry” (Schon, 193), in which particular events trigger more general investigations, leading 
to far-reaching action. A comprehensive system of inquiry is typical of a community of good judgment, 
and it is this system that spots and removes the “latent pathogens.” Th is system gives each person in 
the system a “license to think” and thus, empowers anyone anywhere in it to identify the problems 
and suggest solutions. Such a system actively cultivates maestros, idea champions, and internal critics. 
Th e Dryden, Ontario, accident inquiry and the United Airlines Portland, Oregon (1978), accident were 
both used as occasions for “system learning” far beyond the scope of the individual accident.


One can see in this spectrum, an obvious relationship among the three types of organizational cul-
tures discussed earlier. Pathological organizations are more likely to choose responses from the left  side 
of the spectrum, and generative organizations from the right side. We also expect that organizations 
with strong CRM skills would favor responses toward the right. We believe that studying this aspect 
may show that higher mission success and lower accident rates are more typical of organizations choos-
ing responses toward the right of this distribution. Although anecdotal evidence supports the relation-
ship, such a study remains to be done.


5.8.5 Pop-Out Programs


One of the features of refl ective inquiry is the willingness to bring the otherwise hidden problems into 
view. Th ese problems may be “hidden events” to management, suppressed because of unwritten rules 
or political infl uence (cf. Wilson & Carlson, 1996). Nonetheless, in high-integrity organizations, con-
siderable eff ort may be exerted to make such invisible events visible, so that action can be taken on 
them. A “pop-out program” brings those aspects into the organization’s consciousness which may oth-
erwise have remained unknown. For instance, a factor in United Airlines developing its Command, 
Leadership, and Resources (CLR) program was a survey among United’s pilots, which brought to the 
surface a number of serious unreported incidents. With this expanded database, management became 
ready to take stronger actions than it might otherwise have done (Sams, 1987, p. 30).


Similarly, the use of anonymous reporting from third parties was critical in the development of 
the Aviation Safety Reporting System (ASRS) in the United States. Th rough ASRS, information on 
a wide variety of incidents is obtained through confi dential communications from pilots and others 
(Reynard, Billings, Cheaney, & Hardy, 1986). Th e ability to get information that would otherwise be 
withheld allows decision-making from a broader base of information, and also allows hidden events to 
become evident. However, the ASRS does not confer complete immunity on those who report to it, and 
some critics have noted that key information can be withheld (Nance, 1986).


Putting the right information together is sometimes the key to get hazards to stand out. Information 
not considered as relevant for cultural or other reasons is sometimes ignored. Disaster may follow such a 
lapse. Information relevant to icing problems on a small commuter plane called the ATR-72 was ignored 
by the FAA (Engelberg & Bryant, 1995a). Failure to collate the external evidence—in part, owing to 
political pressures—about the design’s hazards meant that the FAA did not arrange the information 
such that the failure pattern stood out (Frederick, 1996). Similarly, failure of the Space Shuttle Challenger 
occurred partly because the statistics that pointed clearly to a problem with low temperatures were not 
assembled in such a way that the pattern linking temperature and blow-by was evident (Bell & Esch, 
1989; Tuft e, 1997, pp. 38–53).


A famous example of the encouragement for pop-out is Wernher von Braun’s reaction to the loss of 
a Redstone missile prototype. Aft er a prototype went off -course for no obvious reason, von Braun’s 
group at Huntsville tried to analyze what might have gone wrong. When this analysis was fruitless, 
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the group faced an expensive redesign to solve the still unknown problem. At this point, an engineer 
came forward and told von Braun that he might inadvertently have caused the problem through creat-
ing a short circuit. He had been testing a circuit before launch, and his screwdriver had caused a spark. 
Although the circuit seemed fi ne, obviously, the launch had not gone well. Investigation showed that the 
engineer’s action was indeed at fault. Rather than punishing the engineer, von Braun sent him a bottle 
of champagne (von Braun, 1956).


5.8.6 Cognition and Action


Recognizing problems, of course, is not enough, and organizations have to do something about them. It 
must be remarked that although high-performance teams oft en have error-tolerant systems, the teams 
themselves are not tolerant of error, do not accept error as “the cost of doing business,” and constantly 
try to eliminate it. High-performance teams spend a lot of time going over the past successes and fail-
ures, trying to understand its reasons, and subsequently, they fi x the problems.


However, many organizations do not always follow this aft er the recognition of problems. Politically 
infl uenced systems may respond with glacial slowness while key problems remain, as with the systems 
used to carry out air-traffi  c control in the United States (Wald, 1996). Many of the computers used 
to direct traffi  c at U.S. airports can otherwise be found only in computer museums. At other times, 
aviation organizations are caught up in political pressures that infl uence them to act prematurely. New 
equipment may be installed (as in the case of the new Denver Airport) before it has been thoroughly 
tested or put through an intelligent development process (Paul, 1979).


Sometimes, aviation organizations seem to need disaster as a spur to action. Old habits provide a cli-
mate for complacency, while problems go untreated (Janis, 1972). In other cases, the political community 
simply will not provide the resources or the mandate for change unless the electorate demands it and is 
willing to pay the price. Oft en, it can require a horrendous event to unleash the will to act. For instance, 
the collision of two planes over the Grand Canyon in 1956 was a major stimulus to  providing more en 
route traffi  c control in the United States (Adamski & Doyle, 1994, pp. 4–6; Nance, 1986, pp. 89–107). 
When FAA chief scientist, Robert Machol, warned about the danger of Boeing 757-generated vortices 
for small following aircraft , the FAA did not budge until two accidents with small planes occurred kill-
ing 13 people (Anonymous, 1994). Aft er the accident, the following distance was changed from 3 to 4 
miles. It is possible to trace the progress of the aviation system in the United States, for instance, through 
the accidents that brought specifi c problems to public attention. Learning from mistakes is a costly strat-
egy, no matter how effi  cient the subsequent action is aft er the catastrophe. Th e organization that waits 
for a disaster to act is inviting one to happen.


5.9 Conclusion


“Human factors” has moved beyond the individual and even group level. Human factors are now 
observed to include the nature of the organizations that design, manufacture, operate, and evaluate avi-
ation systems. Yet, although recent accident reports acknowledge the key roles that organizations play in 
shaping human factors, this area is usually brought in only as an aft erthought. It needs to be placed on 
an equal footing with other human-factors concerns. We have recognized that “organizational factors” 
is a fi eld at its infancy. Nonetheless, we hope to have raised some questions that further investigations 
can now proceed to answer.


However, we are sure about one point: high integrity is diffi  cult to attain, as suggested by its rarity in 
the literature. Nonetheless, it is important to study those instances where it exists, and understand what 
makes it operate successfully. In this chapter, we have attempted to show that “high-integrity” attitudes 
and behaviors form a coherent pattern. Th ose airlines, airports, corporate and commuter operations, 
government agencies, and manufacturers that have open communication systems, high standards, and 
climates supporting inquiry may know things that the rest of the industry could learn. Furthermore, 
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civilians could learn from the military and vice versa. From such inquiries and exchanges, we may learn 
to design sociotechnical systems that are more likely to get us safely to our destinations.
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6.1 Introduction


A recent development in safety management that has caught attention is “resilience engineering” 
(Hollnagel & Rigaud, 2006; Hollnagel, Woods, & Leveson, 2006; Woods & Wreathall, 2003). What 
“resilience engineering” exactly means is still a subject of discussion, but it is clear from the response 
of the scientifi c community that the concept appeals to many. According to Hollnagel et al. (2006), 
“resilience engineering” is “a paradigm for safety management that focuses on how to help people cope 
with the complexity under pressure to achieve success,” and one should focus on developing the prac-
tice of resilience engineering in socio-technical systems. Th e term “socio-technical system” here refers 
to the constellation of both humans and the technology that they use, as in the case of a nuclear power 
plant or an air-traffi  c control center. Systems like those mentioned earlier share the characteristic that 
the tolerance toward failure is low. Th e costs of failure in such systems are so high that considerable 
eff ort is spent on maintaining an “acceptable” level of safety in them. Indeed, most of such systems can 
present an impressive record of stable perfor   mance over long time-spans. However, the few cases of 
failure have led to catastrophic accidents where costs have been high, both in terms of material damage 
as well as the lives lost. Such accidents oft en lead to large revisions of safety procedures and systems, 
reenforcing the original system with altered or completely new parts aimed at improving safety. Th is 
process normally reoccurs in a cyclic fashion, moving the current level of performance and safety from 
one point of stability to another (McDonald, 2006). Th is kind of hindsight driven safety development is 
a common practice. Th e process continues until the system is considered as “safe” or the resources for 
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creating new safety systems are depleted. Entirely new systems may be designed, encapsulating the orig-
inal system with the purpose of making it safer. Th is is referred to as the “Matryoschka problem,” using 
the metaphor of the Russian dolls, which states that it is impossible to build completely fail-safe systems 
as there will always be a need for yet another safety-doll to maintain the safety of its subordinate dolls. 
According to this metaphor, failure cannot be avoided completely; it may only become very improbable 
according to our current knowledge about it. Th us, we must accept that any system can fail (Lundberg 
& Johansson, 2006). In resilience engineering, it is proposed that the focus should lay on the ability to 
adapt to changing circumstances. A system should thus be designed in such a way that it can cope with 
great variations in its environment. In this chapter, we argue that the focus on such “resilience” is not 
suffi  cient in itself. Instead, we propose that systems should be designed in such a way that resilient prop-
erties are balanced with the properties aimed at coping with common disturbances.


6.2 What Is Resilience?


Originally, the term “resilience” comes from ecology and refers to the ability of a population (of any 
living organism) to survive under various conditions (Holling, 1973). Resilience has also been used 
to analyze individuals and their ability to adapt to changing conditions (e.g., Coutu, 2002). A com-
mon approach in the fi eld of ecology is the assumption of “stability,” indicating that systems that could 
recover to a state of equilibrium aft er a disturbance in their environment would survive in the long run. 
Holling (1973) presented the idea of resilience, stating that the variability of most actual environments is 
high, and that stable systems in many cases actually are more vulnerable than the unstable ones.


Resilience determines the persistence of relationships within a system and is a measure of the 
ability of these systems to absorb changes of state variables, driving variables, and parameters, 
and still persist. In this defi nition resilience is the property of the system and persistence or prob-
ability of extinction the result. Stability, on the other hand, is the ability of a system to return to 
an equilibrium state aft er a temporary disturbance. Th e more rapidly it returns, and with the least 
fl uctuation, the more stable it is (Holling, 1973, p. 17).


Some researchers interested in the fi eld of safety/resilience engineering seem to confuse the notion of 
resilience and stability, actually discussing what Holling referred to as stability rather than resilience, as 
Holling stated that “With this defi nition in mind a system can be very resilient and still fl uctuate greatly, 
i.e., have low stability” (Holling, 1973, p. 17). From Holling’s perspective, the history of a system is an 
important determinant regarding how resilient it can be. He exemplifi ed this by showing that species 
that exist in stable climates with little interaction with other species tend to become very stable, but may 
have low resilience. On the other hand, species acting in uncertain, dynamic environments are oft en 
subjected to great instability in terms of population, but they may as such be resilient and survive over 
very long time periods. Th is is in line with a later description of resilience provided by McDonald (2006), 
in which resilience in socio-technical systems is discussed:


If resilience is a system property, then it probably needs to be seen as an aspect of the relationship 
between a particular socio-technical system and the environment of that system. Resilience appears 
to convey the properties of being adapted to the requirements of the environment, or  otherwise 
being able to manage the variability or challenging circumstances the environment throws up. 
An essential characteristic is to maintain stability and integrity of core processes despite pertur-
bation. Th e focus is on medium to long-term survival rather than short-term adjustment per se. 
However, the organisation’s capacity to adapt and hence survive becomes one of the central ques-
tions about resilience—because the stability of the environment cannot be taken for granted 
(McDonald, 2006, p. 156).
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McDonald’s description of resilience is similar to that of Holling, distinguishing between stability and 
resilience. However, safety in a socio-technical system can be increased by improving both stability and 
resilience. In the following section, we discuss about the importance of a balanced perspective between 
these two aspects.


6.3 Balancing Resilience and Stability


A lesson learned from Holling’s original ideas is that systems not only should be designed for stability, even 
if this is oft en desired, especially in production systems, but should also have a sole focus on resilience, 
which is hardly appropriate either. Instead, we need to have a balance between resilience and stability. 
Stability is needed to cope with expected disturbances, while resilience is needed to survive unexpected 
events. Westrum (2006) described the unwanted events according to three diff erent categories: the regu-
lar event, the irregular event, and the unexampled event. Th e regular event obviously describes the events 
that oft en occur with some predictability. We know, for example, that machines malfunction, fi res occur, 
and cars collide in traffi  c. We have procedures, barriers, and entire organizations designed to cope with 
these kinds of disturbances. Irregular events are foreseeable, but not expected. Earthquakes, Tsunamis, 
nuclear accidents, etc., are all examples of things we know might happen, but we do not expect them to. 
If they happen, society sometimes has prepared resources to handle them, or at least the possibility to 
gather such resources. If severe events happen, measures sometimes are taken to increase the prepared-
ness, like earthquake warning systems. Irregular events represent the unimaginable. Westrum used the 
9/11 attacks on the World Trade Centre in New York as an example. To these kinds of events, there is no 
prior preparation and, in some cases, no known countermeasure. In such cases, it is mostly only possible 
to deal with the event post facto, with whatever resources available.


Th is leads us to the fundamental problem of designing “safe” systems. It is impossible to prevent some 
events like Tsunamis, or prevent all the events of some kinds like forest fi res or car accidents. Instead, the 
focus should be on the reactions to these kinds of events, and on the general ability to handle the con-
sequences of such harmful events. Th e most blatant error that can be made is to assume that a system is 
completely safe or “immortal” and thus, ignore the need for coping with the unthinkable (Foster, 1993). 
Even if we cannot imagine a situation where a system loses control, we need to consider what to do if it 
ever should happen. Th ere are examples, such as the Titanic, where the designers of the ship were so con-
vinced that it could not sink, that they neglected to supply it with a suffi  cient amount of lifeboats. When 
reviewing the three kinds of threats described by Westrum (2006), these also seem to match the division 
between resilience and stability. For regular events, the recommendation might not be to alter or improve 
resilience in the system, but rather to fi ne-tune the system to reattain stability. Th us, when moving from 
regular to irregular and unexampled events, the demand for resilience increases (see Figure 6.1).


According to Lundberg and Johansson (2006), a balanced approach should be encouraged so that 
both everyday disturbances and unanticipated events can be managed. A simple example of an unbal-
anced approach is the way automation is oft en used. In many cases, automation is introduced to improve 
performance and safety in a system, simply by reducing the human involvement in a process. On the 
surface, it may look as if the automation has increased safety, as performance and accuracy of the man–
machine system is higher than that without the automation. Th is oft en leads to an increased usage of 
automation to increase capacity, gradually reducing the human operator to a supervisor who only moni-
tors the automation. As far as everything works as intended, this is unproblematic, but in case of major 
disturbances, for example, a breakdown in the automation, performance may degrade dramatically. 
In the worst case, the man–machine system may cease to function completely, as the human counterpart 
is suddenly left  in a situation that is far beyond his/her performance boundaries (see Figure 6.2).


Th us, simply increasing the “stability” of a system, as in the case of automation, is only acceptable 
in situations where a loss of such an increase is tolerable. In many instances, this is not the case, and 
there is an apparent need for resilience so that a system can survive when its stable equilibrium is lost. 
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Th us, there is a demand for a back-up plan that can be taken into action when stability is lost. Instead of 
trying to maintain stability in the face of irregular or unexampled events, the system must respond by 
adapting itself to the new circumstances. In an irregular event, a diff erent use of the existing resources 
than the normal use might suffi  ce. In such a case, to improve resilience, the resilience engineer might 
enhance the ability to adapt (before the event), for instance, by training personnel. During the event, 
the trained personnel might use the human abilities of improvisation and innovation, based on their 
experience from training. During training, they would have gained skills and got experience regarding 
the situations, with which they can draw parallels to the new situation and know how to react in similar 
circumstances as the current one (Woltjer, Trnka, Lundberg, & Johansson, 2006). Th ey may know also 


Resilience
(high)


Balance


Stability
(high) 


Regular
event


Irregular Unexampled


FIGURE 6.1 An outline of the relation between the need for resilience or stability in the face of diff erent types of 
unwanted events. (From Lundberg, J. and Johansson, B., Resilience, stability and requisite interpretation in accident 
investigations, in Hollnagel, E. and Rigaud, E. (Eds.), Proceedings of the Second Resilience Engineering Symposium, 
Ecole des Mines de Paris, Paris, November, 8–10, 2006, pp. 191–198.)


Joint human-automation with automation failure/breakdown performance


Joint human–human performance -
increased stability


Human performance - no automation


FIGURE 6.2 Eff ects of automation—increasing speed and accuracy increases stability, but introduces new risk.








Engineering Safe Aviation Systems: Balancing Resilience and Stability 6-5


how their coworkers act. Th is is in contrast to the stability-enhancing strategy of trying to predict the 
event in advance, and prescribe rules for action. Aft er the occurrence of the event, if the new circum-
stances seem likely to recur, it might also be useful to make the system more stable, perhaps by making 
the temporary process resulting from the adaptation of a permanent part of the system. Th us, we should 
understand that there is no alternative situation, we have to accept the fact that rules cannot cover every 
possible situation, and the prescribed procedures which are seldom executed, with people previously 
unknown, set a rather fragile frame for actions. At the same time, we have to learn from previous events, 
and rules and checklists can be useful in the face of a recurring situation.


For the unexampled event, there might be a need to reconfi gure the system more drastically, by hir-
ing new staff , reorganizing work, creating new tools, physically moving the entire system, and so forth 
(Foster, 1993). In that case, resilience comes in the form of accepting the need for a total reconfi guration, 
and thus, may not indicate adaptation from the current system but a complete change with the purpose 
of surviving rather than maintaining. If changes are carried out at the cost of consuming the ability 
to make new changes in the face of a new unexampled event, then the changes can be made to achieve 
stability in the face of a specifi c threat, and not to achieve resilience against threats in general. If we also 
consider the costs of being resilient in this sense, then we can understand the risk that using resources to 
be resilient in the face of one crisis might use them up, making the system vulnerable to the subsequent 
diff erent crisis, rather than increasing the safety in the system. Th is is in line with the way in which the 
problem is described by Westrum: “A resilient organization under Situation I will not necessarily be 
resilient under Situation III” (2006, p. 65).


6.4 Structural versus Functional Resilience


As stated earlier, resilience is the ability of a system to survive under extreme circumstances. However, 
it is important to defi ne what “survive” indicates. In our case, we refer to it as the functional survival, in 
contrast to the structural survival, even though these two oft en are inseparable. In many cases, the func-
tion of a system depends on its structure, but it is not always so. For example, the personnel of a company 
may move to another building and keep on doing their work even if the original building in which the 
employees worked is destroyed, thus, keeping their function or performance “alive.” In other cases, a 
part of a system may be replaced completely, allowing a system to survive, although the individual part 
is destroyed. Th us, modularity may be a way of achieving resilience (Foster, 1993), as long as there are 
“spare parts” available.


6.5 Resilience against What?


Resilience can refer to diff erent properties of a system, which might be in confl ict with each other. One, 
oft en confl icting, issue is whether a system should be resilient in terms of being competitive or being 
safe. Th ese aspects are both important for the survival of a system. Glaser (1994, quoted in Sanne, 1999) 
stated that air-traffi  c control is signifi ed by a continued quest for further scientifi cation and automation. 
Although the purpose of such work may be based on a wish to improve safety and effi  ciency in the air-
traffi  c domain, these two desirable ends are oft en not possible to pursue to their fullest at the same time. 
Instead of increasing both safety and effi  ciency, there might be a temptation to use all the new capacity 
to increase effi  ciency, and none of it to increase safety margins. Th e basic idea in increasing the level of 
automation in a system is to move the current point of both stable performance and safety to a higher 
level. Th e problem is that a driving variable in most socio-technical systems is effi  ciency in terms of 
money, meaning that the preferred way is to improve performance and reduce costs. Th us, the end result 
will oft en be a system that is safe in terms of stability, as described earlier, but not necessarily a resil-
ient system from a safety perspective. Th is points to the importance of discussing resilience in relation 
to specifi c variables: being resilient as a company (surviving on the market), is in many cases, not the 
same thing as being resilient in terms of safety (maintaining functionality under various conditions). 
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As stated earlier, these two ends may actually contradict each other. Changing a system completely may 
also be fundamentally diffi  cult; even in the midst of severe problems, many organizations fail to change 
simply because they refuse to see the need for it:


From our evidence, for many organisations, inability to change may be the norm. We have 
described ‘cycles of stability’ in quality and safety, where much organisational eff ort is expended 
but little fundamental change is achieved. Professional and organisational culture, by many, if not 
most, defi nitions of culture, reinforces stasis (McDonald, 2006, p. 174).


Th us, an organization can oft en present a form of resilience—resistance—against “disturbances” that they 
should be responsive to. In other cases, individuals may refuse to accept that they need to act upon a dis-
turbance, simply because they cannot or do not want to interpret the consequences of the disturbance even 
when the facts are clear. Lundberg and Johansson (2006) coined the expression “requisite interpretation” to 
describe this phenomenon, stating that to be resilient, a system must have “requisite interpretation” so that 
it actually acts upon changes in the environment, instead of adopting an ostrich-tactic of ignoring poten-
tially dangerous situations. Th e response from the Swedish foreign ministry during the Asian Tsunami, 
where the foreign minister did not want to be disturbed as she was on a  theatre play and no one dared to 
contact her, or the fact that New Orleans was not evacuated although it was known that a hurricane was 
about to hit the city, are both examples of a lack of requisite interpretation.


6.6 The Matryoschka Problem of Designing Safe Systems


When designing safe systems, one strategy, called defense-in-depth, is to encapsulate systems in succes-
sive layers of protective gear and hierarchical control levels of the organization at large. Leveson (2004) 
described a general form of a model of socio-technical control. In this model, “all” factors infl uencing 
control and safety on a system is described, from the top level with congress and legislation down to 
the operating process. Th e model not only presents the system operations, but also describes the system 
development and how these two stages interact with each other. It is quite clear that the actual operat-
ing process is encapsulated by a number of other systems, both physical and social, that are intended to 
ensure safe operation.


Similarly, in his 1997 book, Reason described that one could, in theory, go back as far as to the Big 
Bang in search for causes, and that one has to fi nd the point of diminishing returns to get to a reasonable 
point of analysis.


Where do you draw the line? At the organizational boundaries? At the manufacturer? At the regu-
lator? With the societal factors that shaped these various contributions? […] In theory, one could 
trace the various causal chains back to the Big Bang. What are the stop rules for the analysis of 
organizational accidents? (Reason, 1997, p. 15)


Th us, adding a control layer to impose safety in a system, adds the problem of protecting the con-
trol layer. Furthermore, adding a control layer to protect the protective layer means that we now have 
to worry about the protection of that control layer. Th e situation soon starts to resemble a Russian 
Matryoschka doll, with larger dolls added to encapsulate the smaller dolls. You can always reach the 
innermost doll by starting to dismantle the outermost doll.


When engineering a safe system, the problem is even worse. Th e outermost dolls might stay in place, 
but start to get large holes. Th ey might be stable or even resilient as organizational entities, but at the 
same time, lose their protective function, which might be neither stable nor resilient. At that time, the 
protective system only provides an illusion of safety, making people think that they are safer than they 
really are, and might also block the way for new, safer systems. As we have emphasized earlier, it is 
impossible to design in advance for all possible events, and for all future changes of the environment, 
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and that the system has to adapt to maintain its structural and functional integrity. Th us, unlike in 
the doll metaphor, holes continuously appear and disappear in the protective layers, going all the way 
from the outermost doll to the system that we aim at protecting. Th erefore, the innermost system must, 
despite or thanks to its encapsulating layers, be able to adapt to new events that it perceives as upcom-
ing, and quickly grasp events that do happen despite their unlikelihood. At the same time, it would be 
foolish not to increase the stability against known hazards.


Adding protective layers can never assure safety. Th e protective layers may fail, or may contribute to 
a bad situation by maximizing resilience in terms of being more competitive, and overemphasize stability 
concerning the stability-resilience trade-off  for safety. Moreover, some of the layers, such as society, 
might be beyond the control of the resilience engineer. Also, the resilience engineer is a part of a protec-
tive layer, tuning the system to assure stability, and looking for new strategies for resilience. Th us, we 
can aim at engineering resilience into the layers within our control, making them more resilient against 
changing circumstances. By being a part of the protective system, the resilience engineering eff ort is 
also subjected to the Matryoschka problem, just like the other protective systems. Th is problem was also 
noted by Rochlin (1999) in his discussion about what distinguishes high-reliability organizations from 
other organizations. Organizations with high reliability, despite complexity, can be described in terms 
of properties, such as agency, learning, duality, communication, and locus of responsibility, rather than 
merely in terms of structure. However, even organizations that do have high reliability are sometimes 
disturbed by external events, such as the introduction of new technical systems. Th is might disrupt 
their ability to judge whether they are in a safe state or not, and hence, Rochlin was concerned about the 
resilience of that ability.


Some organizations possess interactive social characteristics that enable them to manage such com-
plex systems remarkably well, and the further observation that we do not know enough about either 
the construction or the maintenance of such behaviour to be confi dent about its resilience in the 
face of externally imposed changes to task design or environment (Rochlin, 1999, pp. 1556–1557).


6.7 Future Directions


Th e development in most complex socio-technical systems is toward further technical dependency. 
Human operators are to a large extent being pushed further and further away from the actual processes 
that they are to control, and this introduces a new kind of hidden brittleness based on the fact that 
demands for safe and reliable technology increase at the same time as the number of interconnected 
processes increases. Th is signifi es that the consequence of failure in any component has a potential to 
cause dramatic resonance through the entire system in which it is part. A system that presents a stable 
performance may be pushed into a state of uncontrollable instability if its components fail to work. 
Th e paradox is that there is an (seemingly) ever increasing demand for increased capacity in systems 
like aviation; the possibilities given by new technical solutions to cram the air space with more traffi  c 
are willingly taken on by companies, as long as the manufacturers can “promise” safe operations. In 
this way, the safety margins taken to ensure safe operation have been decreasing. By introducing more 
effi  cient air-traffi  c management systems, we can have more aircraft  in the same sector. Th is is based on 
the assumption that the technology used to monitor and handle air traffi  c is fail-safe. Th us, the way that 
we choose to design these systems is of uttermost importance from a safety perspective, as a system 
where stability and resilience are unbalanced may become very vulnerable.


Resilience and stability are like effi  ciency and safety—they cannot be pursued to their greatest extent 
at the same time, and how they are valued depends ultimately on the value judgments. Increased stabil-
ity indicates that the system can withstand more, while maintaining its performance level. Increased 
resilience signifi es that if the system goes unstable despite the eff orts to keep it stable, it can reach a new 
stable performance equilibrium under the new circumstances. Th erefore, resources must be spent on 
preparing for the change between states, rather than on maintaining the current state.
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When considering the balancing of stability and resilience, there are some issues that need to be 
addressed. In accident investigations, for instance, diff erent kinds of recommendations give rise to 
increased resilience (e.g., train personnel taking on new roles) than on increased stability (e.g., train per-
sonnel more in their current role). However, the balancing does not have to be carried out in hindsight. 
When designing and implementing new systems, the old ones might stay in place, unused for a while, 
representing a lower-performance stable equilibrium. Th is was the case at ATCC at Arlanda airport 
in Stockholm, Sweden. When a new system (EuroCat) was introduced, it was decided to retain the old 
system “alive” in the background. Under normal conditions, the air-traffi  c controller does not even see 
the old system. However, in the case of a complete breakdown of the new system, it may be possible to 
step back to the old system, allowing the air-traffi  c controllers to make a “graceful degradation” into a 
nonoperating mode. Th us, it is possible to use the old system to reroute the incoming fl ights to other sec-
tors and to land the fl ights that are close to landing. As long as personnel who know how to operate the 
older system are still in place, this gives an opportunity for resilient behavior in the case of a breakdown 
of the new system. Since the introduction of the new system, this has happened at least once. However, 
if the know-how wanes, the resilience becomes eroded.


Th e challenge for the resilience engineer is how to design transitions between states of stability, design 
and maintain alternative structural confi gurations for irregular events, and design for the innovation 
and rapid adaptation needed in the face of unexampled events. Th is eff ort has to be balanced against the 
need for stable performance during normal operations with regular disturbances.
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Two decades ago, a chapter on aviation with this title might have focused on the physical aspects of human 
performance, representing the control processes involved in fl ying. However, today there has been such a fun-
damental change in our knowledge and techniques that this chapter focuses almost exclusively on cognitive 
processes. Th e main aims are to show that relatively few general principles underlie the huge amount of infor-
mation relevant to interface design, and that context is a key concept in understanding human behavior.


Classical interface human factors/ergonomics (HF/E) consists of a collection of useful but mainly 
disparate facts and a simple model of the cognitive processes underlying the behavior—these processes 
consist of independent information, decision, action, or units. (the combined term HF/E is used, because 
these terms have diff erent meanings in diff erent countries. Cognitive processing is the unobservable 
processing between the arrival of the stimuli at the senses and initiation of an action.) Classic HF/E 
tools are powerful aids for interface design, but they make an inadequate basis for designing to support 
complex tasks. Pilots and air-traffi  c controllers are highly trained and able people. Th eir behavior is 
organized and goal-directed, and they add knowledge to the information given on an interface in two 
main cognitive activities: understanding what is happening, and working out what to do about it.


As the simple models of cognitive processes used in classic HF/E do not contain reminders about all 
the cognitive aspects of complex tasks, they do not provide a suffi  cient basis for supporting HF/E for 
these tasks. Th e aim of this chapter is to present simple concepts that could account for behavior in com-
plex dynamic tasks, and provide the basis for designing to support people doing these tasks. As the range 
of topics and data that could be covered is huge, the strategy is to indicate the key principles by giving 
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typical examples, rather than attempting completeness. Th is chapter does not present a detailed model 
of the cognitive processes suggested or survey HF/E techniques, and does not discuss the collective work. 
Th e chapter off ers four main sections on simple use of interfaces; understanding, planning, and multi-
tasking; learning, workload, and errors; and joint cognitive systems. Th e conclusion outlines how the 
fundamental nature of human cognitive processes underlies the diffi  culties met by HF/E practitioners.


7.1 Using the Interface, Classic HF/E


Th is chapter distinguishes between the cognitive functions or goals, that is, what is to be done, and the 
cognitive processes, that is, how these are done. Th is section starts with simple cognitive functions and 
processes underlying the use of displays and controls, on the interface between a person and the device 
that the person is using. More complex functions of understanding and planning are discussed in the 
following main section.


Simple operations are aff ected by the context in which they are carried out. Someone does not press 
a button in isolation. For example, a pilot keys in a radio frequency for contacting the air-traffi  c control 
as well as for navigation, which is multitasked with checking for aircraft  safety, and so on. From this point 
of view, an account of cognitive processes should start with complex tasks. However, this may be too 
diffi  cult. In this section, the simple tasks involved in using an interface are described fi rst, and how even 
simple processes are aff ected by a wider context is subsequently presented. Th e next main section is 
developed from this topic and describes more complex tasks.


Five main cognitive functions are involved in using an interface:


Discriminating a stimulus from a background or from the other possible stimuli. Th e process • 
usually used for this is decision making.
Perceiving “wholes.” Th e main process here is the integration of parts of the sensory input.• 
Naming.• 
Choosing an action. Th e cognitive process by which the functions of naming and choosing an • 
action are carried out (in simple tasks) is recoding, that is, translating from one representation to 
another, such as (shape → name) or (display → related control).
Comparison, which may be done by a range of processes from simple to complex.• 


As discriminating and integrating stimuli are usually done as the basis for naming or choosing an 
action, it is oft en assumed that the processes for carrying out these functions are independent, input 
driven, and done in sequence. However, these processes are not necessarily distinct or carried out in 
sequence, and they all involve the use of context and knowledge.


Th is section does not discuss displays and controls separately, as both involve all the functions and 
processing types. Getting information may involve making a movement, such as visual search or access-
ing a computer display format, whereas making a movement involves getting information about it. Th e 
four subsections present detecting and discriminating; visual integration; naming and simple action 
choices; and action execution.


7.1.1 Detecting and Discriminating


As the sense organs are separate from the brain, it may be assumed that at least the basic sensory eff ec-
tiveness, the initial reception of signals by the sense organs, would be a simple starting point, before 
considering the complexities that the brain can introduce, such as naming a stimulus or choosing an 
action. However, sensing processes may not to be simple: there can be a large contribution of prior 
knowledge and present context.


Th is part of the chapter is divided into four subsections on detecting, discriminating one signal 
from the others that are present, or that are absent (absolute judgment), and the sensory decisions. It 
is artifi cial to distinguish between sensory detection and discrimination, although they are discussed 
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separately here, because they both involve (unconscious) decision making about what a stimulus is. 
In many real tasks, other factors have more eff ect on the performance than any basic limits to sensory 
abilities. Nevertheless, it is useful to understand these sensory and perceptual processes, because they 
raise points that are general to all cognitive processing.


Detecting. Detection is one of those words that may be used to refer to diff erent things. In this chap-
ter, detection indicates sensing the presence of a stimulus against a blank background, for example, 
detecting the presence of light. A human eye has the ultimate sensitivity to detect one photon of elec-
tromagnetic energy in the visible wavelength. However, we can only detect at this level of sensitivity if 
we have been in complete darkness for about half an hour (Figure 7.1). Th e eyes adapt 50 and are sensi-
tive to a range of light intensities around the average (Figure 7.2); however, this adaptation takes time. 
Adaptation allows the eyes to deal effi  ciently with a wide range of stimulus conditions, but it indicates 
that sensing is relative rather than absolute.


Th e two curves on the dark adaptation graph (Figure 7.1) indicate that the eyes have two diff erent 
sensing systems, one primarily for use at high light intensities, and the other for the use at low light 
intensities. Th ese two systems have diff erent properties. At higher levels of illumination, the sensing 
cells are sensitive to color. Th ere is one small area of the retina (the sensory surface inside the eye) 
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FIGURE 7.1 Increasing sensitivity to light aft er time in darkness (dark adaptation). (From Lundberg, J. and 
Johansson, B., Resilience, stability and requisite interpretation in accident investigations. In Hollnagel, E. and 
Rigaud, E. (Eds.), Proceedings of the Second Resilience Engineering Symposium, Ecole des Mines de Paris, Paris, 
November 8–10, 2006, pp .191–198.)
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FIGURE 7.2 Th e sensitivity of the eye when adapted to three diff erent levels of average illumination. At each 
adaptation level, the eye is good at discriminating between the intensities around that level.
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that is best able to discriminate between spatial positions and detect stationary objects. Th e rest of the 
sensory surface (the periphery) is better at detecting moving than stationary objects. At lower levels of 
illumination intensity, the eyes mainly see in black and white, and peripheral vision is more sensitive 
for detecting position.


Th erefore, it is not possible to make a simple statement like “the sensitivity of the eyes is ….” Th e sen-
sitivity of the eyes depends on the environment (e.g., the average level of illumination) and the stimulus 
(e.g., its movement, relative position, or color). Th e sensitivity of sense organs adapts to the environment 
and the task, and hence, does not have an absolute value independent of these infl uences. Th is means 
that it is diffi  cult to make numerical predictions about sensory performance in particular  circumstances, 
without testing directly.


However, it is possible to draw practical implications from the general trends in sensitivity. For exam-
ple, it is important to design to support both visual sensing systems in tasks that may be carried out in 
both high and low levels of illumination, such as fl ying. It is also sensible to design in such a way that the 
most easily detected stimuli (the most “salient”) are used for the most important signals. Visual salience 
depends not only on the intensity, but also on the color, movement, and position of the stimulus. Very 
salient stimuli attract attention; they override the usual mechanism for directing the attention (see the 
next main section). Th is indicates that very salient signals can be either useful as warning signals or a 
nuisance, owing to irrelevant distractions that interrupt the main task.


7.1.1.1 Discriminating between Stimuli


In this section, the word discrimination refers to distinguishing between two (or more) stimuli. As with 
detection, the limits to our ability to discriminate between the stimulus intensities are relative rather 
than absolute. Th e merely noticeable diff erence between two stimuli is a ratio of the stimulus intensities 
(there is a sophisticated modem debate about this, but it is not important for most practical applica-
tions). Th is ratio is called the Weber fraction. Again, the size of this ratio depends on the environmental 
and task context. For example, in visual-intensity discriminations, the amount of contrast needed to 
distinguish between two stimuli depends on the size of the object (more contrast is needed to see smaller 
objects) and the level of background illumination (more contrast is needed to see objects in lower levels 
of background illumination).


Th e Weber fraction describes the diff erence between the stimuli that can merely be discriminated. 
When stimuli diff er by larger amounts, the time needed to make the discrimination is aff ected by the 
same factors: Finer discriminations take longer, and visual discriminations can be made more quickly 
in higher levels of background illumination.


Touch and feel (muscle and joint receptor) discriminations are made when using a control. For 
 example, a person using a knob with tapered sides may make three times more positioning errors than 
when using a knob with parallel sides (Hunt & Warrick, 1957). As neither of the sides of a tapered knob 
actually points in the direction of the knob, the touch information from the sides is ambiguous.


Resistance in a control aff ects the eff ortless discrimination by feel between positions of the control. 
Performance in a tracking task, using controls with various types of resistance, shows that inertia makes 
performance worse, whereas elastic resistance can give the best results. Th is is because inertia is the 
same irrespective of the extent of the movement made, and hence, it does not help in discriminating 
between the movements. Elastic resistance, in contrast, varies with the extent of the movement, and 
thus, gives additional information about the movements being made (Howland & Noble, 1955).


7.1.1.2 Absolute Judgment


Th e Weber fraction describes the limit to our abilities to discriminate between two stimuli when they are 
both present. When two stimuli are next to each other we can, at least visually, make very fi ne discrimi-
nations in the right circumstances. However, our ability to distinguish between the stimuli when only 
one of them is present is much more limited. Th is process is called absolute judgment. Th e judgment 
limits to our sensory abilities are known, in general, for many senses and dimensions (Miller, 1956). 
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Th ese limits can be aff ected by several aspects of the task situation, such as the range of possible stimuli 
that may occur (Helson, 1964).


When only one stimulus is present, distinguishing it from the others must be done by comparing 
it with mental representations of the other possible stimuli. Hence, absolute judgment must involve 
knowledge and/or working memory. Th is is an example of a sensory discrimination process that has 
some processing characteristics in common with those that are usually considered much more complex 
cognitive functions. Th ere may not always be a clear distinction between simple and complex tasks with 
regard to the processing involved.


Although our ability to make absolute judgments is limited, it can be useful. For example, we can 
discriminate among eight diff erent positions within a linear interval. Th is means that visual clutter on 
scale-and-pointer displays can be reduced; it is only necessary to place a scale marker at every fi ve units 
that need to be distinguished. However, our ability is not good enough to distinguish between 10 scale 
units without the help of an explicit marker.


In other cases, the limitations need to be taken into account in design. For example, we can only 
distinguish among 11 diff erent color hues by absolute judgment. As we are very good at distinguishing 
between colors when they are next to each other, it can be easy to forget that color discrimination is 
limited when one color is seen alone. For example, a color display might use green-blue to represent one 
meaning (e.g., main water supply) and purple-blue with another meaning (e.g., emergency water sup-
ply). It might be possible to discriminate between these colors and use them as a basis for identifying the 
meaning, when the colors are seen together, but not when they are seen alone (a discussion on meaning 
is presented later).


Again, discrimination is a process in which the task context, in this case, whether or not the stimuli 
occur together for comparison, has a strong eff ect on the cognitive processes involved and on our ability 
to make the discriminations.


7.1.1.3 Sensory Decision Making


Detections and discriminations involve decisions about whether the evidence reaching the brain is suf-
fi cient to justify in deciding that a stimulus (diff erence) is present. For example, detection on a raw 
radar screen involves deciding whether a particular radar trace is a “blip” representing an aircraft , or 
something else that refl ects radar waves. A particular trace may only be more or less likely to indicate an 
aircraft , and hence, a decision has to be made in conditions of uncertainty. Th is sort of decision can be 
modeled by signal detection or statistical decision theory. Diff erent techniques are now used in psychol-
ogy, but this approach is convenient here, because it distinguishes between the quality of the evidence 
and the observer’s prior biases about the decision outcomes.


Consider that the radar decisions are based on intensity. Th e frequencies with which the diff erent 
intensities appear on the radar screen when there was no aircraft , are shown in Figure 7.3a at the top, 
while the intensities that appear when an aircraft  was present are shown in Figure 7.3a at the bottom. 
Th ere is a range of intensities that occur only when an aircraft  is absent or only when an aircraft  is 
present, and an intermediate range of intensities that occur both when an aircraft  is present and absent 
(Figure 7.3b). How can someone make a decision when one of the intermediate intensities occurs? 
Generally, the decision is made on the basis of signal likelihood. Th e height of the curve above a par-
ticular intensity indicates the probability of the intensity to occur when an aircraft  is present or absent. 
At the midpoint between the two frequency distributions, both the possibilities are equally probable. 
Th us, intensities less than this midpoint are more likely not to come from an aircraft , and intensities 
greater than this midpoint are more likely to come from an aircraft .


It must be noted that when a stimulus is in this intermediate range, it is not always possible to be 
right about a decision. A person can decide a trace is not an aircraft  when it actually is (a “miss”), or can 
decide it is an aircraft  when it is not (a “false alarm”). Th ese mistakes are not called errors, because it is 
not always mathematically possible to be right when making uncertain decisions. Th e number of wrong 
decisions and the time to make the decision increase when signals are more similar (overlap more).
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It must be noted that when the radar operator is making the decision, there is only one stimulus 
actually present with one intensity. Th e two frequency distributions, against which this intensity is com-
pared with to make the decision, must be obtained from the operator’s previous experience of radar 
signals, stored in the operator’s knowledge base. Decisions are made by comparing the input stimulus 
(bottom-up) with the stored knowledge about the possibilities (top-down).


In addition to the uncertainty owing to similarity between the possible interpretations of a stimulus, 
the second major factor in this type of decision making is the importance or costs of the alternative 
outcomes. In the example given earlier, the person’s decision criterion, the intensity at which the per-
son changes from deciding “yes” to deciding “no,” is the point at which both possibilities are equally 
probable. However, it is very important not to miss a signal—for instance, when keeping radar watch 
in an early warning system. In this case, it might be sensible to use the decision criterion presented in 
Figure 7.4. Th is would increase the number of hits and would also increase the number of false alarms, 
but this might be considered a small price to pay when compared with the price of missing a detection. 
Alternatively, imagine people working to detect a signal, for which they have to do a lot of work, and 
they feel lazy and not committed to their job. In this case, they might move their decision criterion to 
the other direction, to minimize the number of hits.


Th is shift  in decision criterion is called bias. Decision bias can be aff ected by probabilities and costs. 
Th e person’s knowledge of the situation provides the task and personal expectations/probabilities as 
well as the costs that are used in setting the biases, and thus, top-down processing again can infl uence 
the sensory decisions. Th ere are limits to human ability to assess biases (Kahneman, Slovic, & Tversky, 
1982). At extreme probabilities, we tend to substitute determinacy for probability. We may think some-
thing is sure to happen, when it is just highly probable. Some accidents happen because people see 


Frequency with which each
intensity occurs when no
target present, i.e., noise


Frequency with which each
intensity occurs when
target present, i.e., signal


Intensity of point on radar screen(a)


(b)
Intensities which could be


due to noise or signal


FIGURE 7.3 Knowledge about the occurrence of intensities. Decision making employs knowledge about the 
alternatives, based on previous experience.
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what they expect to see, rather than what is actually there (e.g., Davis, 1966). Inversely, we may think 
something will never happen, when it is objectively of very low probability. For example, when signals 
are very unlikely, then it is diffi  cult for a human being to continue to direct attention to watch for them 
(the “vigilance” eff ect).


7.1.2 Visual Integration


Th e eff ects of knowledge and context are even more evident in multidimensional aspects of visual per-
ception, such as color, shape, size, and movement, in which what is seen, is an inference from combined 
evidence. Th ese are discussed in the subsections on movement, size, and color; grouping processes; and 
shape (there are also interesting auditory integrations, more involved in music perception, but these are 
not discussed here).


7.1.2.1 Movement, Size, and Color Constancies


It is actually quite odd that we perceive a stable external world, given that we and other objects move, 
and the wavelength of the environmental light that we see changes. Th us, the size, position, shape, and 
wavelength of light refl ected from the objects onto the retina all change. As we do perceive a stable 
world, this suggests that our perception is relative rather than absolute: We do not see what is projected 
on the retina, but a construction based on this projection, made by combining evidence from diff erent 
aspects of our sensory experience. Th e processes by which a wide variety of stimuli falling on the retina 
are perceived as the same are called constancies.


When we turn our heads, the stimulation on the retina also moves. However, we do not see the world 
as moving, because the information from the turning receptors in the ear is used to counteract the evi-
dence of movement from the retina. Th e changes on the retina are perceived in the context of changes in 
the head-rotation receptors. When the turning receptors are diseased, or when the turning movements 
are too extreme for the receptors to be able to interpret quickly, then the person may perceive the move-
ment that is not actually occurring, as in some fl ying illusions.


Th ere is also constancy in size perception. As someone walks away from us, we do not see them 
becoming smaller and smaller, although there are large changes in the size of the image of that person 
that falls on the retina. In interpreting the size of objects, we take into account all the objects that are at 
the same distance from the eye, and then perceive them according to their relative size. Size constancy 


Decision point
to maximize
number of hits


Decision point to
minimize number
of wrong decisions


FIGURE 7.4 An example of change in the bias used in decision making. If rewarded for “hits,” the bias changes 
to maximize payoff  (“false alarms” also increase).
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is more diffi  cult to account for than movement constancy, as it involves distance perception, which is a 
complex process (Gibson, 1950). Distance is perceived by combining evidence about texture, perspec-
tive, changes in color of light with distance, and overlapping (a construct, discussed later). Information 
from the whole visual fi eld is used in developing a percept that makes best overall sense of the combi-
nation of inputs. Cognitive psychology uses the concept that diff erent aspects of the stimulus process-
ing are carried out simultaneously, unless an aspect is diffi  cult and slows the processing down. Each 
aspect of processing communicates its “results so far” to the other aspects via a “blackboard,” and all the 
aspects work together to produce a conclusion (Rumelhart, 1977).


Color perception is also an integrative process that shows constancy. Research on the color- receptive 
cells in the retina suggests that there are only three types of cells that respond to red, green, and blue 
light wavelengths. Th e other colors we “see” are constructed by the brain, based on the combinations 
of stimulus intensities at these three receptors. Th e eyes are more sensitive to some colors, and hence, 
if a person looks at two lights of the same physical intensity but diff erent wavelengths, the lights may 
be of diff erent experienced intensity (brightness). Th e eff ectiveness of the color-construction pro-
cess is such that there have been some visual demonstrations in which were observed to people see 
a range of colors, even though the display consists only of black and white along with one color. 
Th is constructive process also deals with color constancy. Th e wavelength of ambient lighting can 
change quite considerably; thus, the light refl ected from the objects also changes its wavelength, but 
the objects are perceived as having a stable color. Th e wavelengths of light from all the objects change 
in the same way, and the color is perceived from the relative combinations of wavelengths, and not the 
actual wavelength. Th is constancy process is useful for perceiving a stable world despite transient and 
irrelevant changes in the stimuli, but it does make designing of color displays more diffi  cult. Similar 
to our response to the stimulus intensity, our perception of color is not a fi xed quantity that can easily 
be defi ned and predicted. Instead, it depends on the interaction of several factors in the environment 
and task contexts, and hence, it may be necessary to make color-perception tests for a particular 
situation.


7.1.2.2 Grouping Processes


Another type of perceptual integration occurs when several constituents of a display are grouped 
together and perceived as a “whole.” Th e Gestalt psychologists in the 1920s fi rst described these group-
ing processes that can be at several levels of complexity.


 1. Separate elements can be seen as linked into a line or lines. Th ere are four ways in which this can 
happen: when the elements are close together, are similar, lie on a line, or defi ne a contour. Th e 
grouping processes of proximity and similarity can be used in the layout of displays and controls 
on a conventional interface, to show which items go together.


 2. When separate elements move together, they are seen as making a whole. Th is grouping process is 
more eff ective if the elements are also similar. Th is is used in the design of head-up displays and 
predictor displays, as shown in Figure 7.5.


 3. Something that has uniform color or a connected contour is seen as a “whole”—for example, the 
four sides of a square are seen as a single square, not as four separate element.


 4. Th e strongest grouping process occurs when the connected contour has a “good” form, that is, a 
simple shape. For example, a pull-down menu on a computer screen is seen as a distinct unit in 
front of other material, because it is a simple shape, and the elements within the shape are similar 
and (usually) diff erent from those on the rest of the screen. When the visual projections of two 
objects touch each other, then the one with the simplest shape is usually seen as in the front of 
(overlapping) the other.


Th e visual processes by which shapes and unities are formed suggest recommendations for the design of 
symbols and icons that are easy to see (Easterby, 1970).
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7.1.2.3 Shape Constancy


Visual integrative processes ensure that we see a unity when there is an area of same color or a continu-
ous contour. Th e shape we see depends on the angles of the contour lines (there are retinal cells that 
sense angle of line). Again, there are constancy processes. Th e shape perceived is a construction, taking 
into account the various aspects of the context, rather than a simple mapping of what is projected from 
the object onto the retina. Figure 7.6 shows a perspective drawing of a cube, with the same ellipse placed 
on each side. Th e ellipse on the front appears as an ellipse on a vertical surface; the ellipse on the top 
appears to be wider and sloping at the same angle as the top; and the ellipse on the side is ambiguous—
is it rotated or not a part of the cube at all? Th e ellipse on the top illustrates shape “constancy,” and is 
perceived according to the knowledge about how shapes look narrower when they are parallel to the line 
of sight; thus, a fl at narrow shape is inferred to be wider. Again, the constancy process shows that the 
surrounding context (in this case, the upper quadrilateral) aff ects the way in which particular stimuli 
are seen.


Th e Gestalt psychologists provided dramatic examples of the eff ects of these inference processes in 
their reversible fi gures, as shown in Figure 7.7. Th e overall interpretation given to this drawing aff ects 
how the particular elements of it are grouped together and named—for example, whether they are seen 
as parts of the body or pieces of clothing. It is not possible to see both interpretations at the same time, 
but it is possible to quickly change from one to the other. As the interpretation given to an object aff ects 
the way in which parts of it are perceived, this can cause diffi  culty in the interpretation of low-quality 
visual displays, for example, from infrared cameras or on-board radar.


FIGURE 7.5 Gestalt grouping processes relate together the elements of a predictor landing display. (Reprinted 
from Gallaher, P.D., et al., Hum. Factors, 19(6), 549, 1977.)


FIGURE 7.6 Shape and size “constancy”: the same cube with the same ellipse in three diff erent positions. 
Th e ellipses are computer-generated duplicates.
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7.1.3 Naming and Simple Action Choices


Th e subsequent functions to consider are the identifi cation of name, status, or size, and choosing the 
nature and size of actions. Th ese cognitive functions may be met by a process of recoding (association) 
from one form of representation to another, such as


Shape → name
Color → level of danger
Spatial position of display → name of variable displayed
Name of variable → spatial position of its control
Length of line → size of variable
Display → related control
Size of distance from target → size of action needed


Identifi cations and action choices that involve more complex processing than this recoding are dis-
cussed in the section on complex tasks, including the interdependence of the processes and functions; 
identifying name and status—shape, color, and location (codes; size → size codes; and recoding/ reaction 
times). Furthermore, computer displays have led to the increased use of alphanumeric codes, which are 
not discussed here (see Bailey, 1989).


7.1.3.1 Interdependence of the Functions


Perceiving a stimulus, naming it, and choosing an action are not necessarily independent. Figure 7.7 
shows that identifi cation can aff ect perception. Th is section gives three examples that illustrate other 
HF/E issues.


Naming diffi  culties can be based on discrimination diffi  culties. Figure 7.8 shows the signal/noise 
ratio needed to hear a word against background noise. Th e person listening not only has to detect a 
word against the noisy background, but also has to discriminate it from other possible words. Th e more 


FIGURE 7.7 Ambiguous “wife/mother-in-law” fi gure. Th e same stimulus can be given diff erent interpretations.
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alternatives there are to distinguish, the better must be the signal/noise ratio. Th is is the reason for using 
a minimum number of standard messages in speech communication systems, and for designing these 
messages to maximize the diff erences between them, as in the International Phonetic Alphabet and 
standard air-traffi  c control language (Bailey, 1989).


An important aspect of maximizing the diff erences between the signals can be illustrated using a 
visual example. Figure 7.9 shows some data on reading errors with diff erent digit designs. Errors can 
be up to twice as high with design A than with design C. A quick glance may indicate that these digit 
designs do not look very diff erent, but each digit in C has been designed to maximize its diff erence from 
the others. Digit reading is a naming task based on a discrimination task, and the discriminations are 
based on diff erences between the straight and curved elements of the digits. It is not possible to design 
an 8 that can be read easily, without considering the need to discriminate it from 3, 5, 6, and 9, which 
have elements in common. As a general principle, design for discrimination depends on knowing the 
ensemble of alternatives to be discriminated, and maximizing the diff erences between them.


However, ease of detection/discrimination does not necessarily make naming easy. Figure 7.10 shows 
an iconic display. Each axis displays a diff erent variable, and when all the eight variables are on target, 
the shape is symmetrical. It is easy to detect a distortion in the shape, to detect that a variable is off  the 
target. However, studies show that people have diffi  culty in discriminating one distorted pattern from 
another by memory, and in identifying which pattern is associated with which problem. Th is display 
supports detection, but not discrimination or naming. It is important in task analysis to note which of 
the cognitive functions are needed, and observe whether the display design supports them.


7.1.3.2 Shape, Color, and Location Codes for Name and Status


Conventional interfaces oft en consist of numerous displays or controls that are identical both to sight 
and touch. Th e only way of discriminating and identifying them is to read the label or learn the position. 
Even if labels have well-designed typeface, abbreviations, and position, they are not ideal. Hence, an 
easy-to-see “code” is needed for the name or status, which is easy to recode into its meaning. Th e codes 
used most frequently are shape, color, and location (felt texture can be an important code in the design 
of controls). Th e codes need to be designed for ease of discrimination as well as translation from code 
to meaning.
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FIGURE 7.8 Percentage of words heard correctly in noise, as a function of the number of diff erent words that 
might occur. (From Miller, G.A. et al., J. Exp. Psychol., 41, 329, 1951.)
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7.1.3.2.1 Shape Codes
Good shape codes are “good” fi gures in the Gestalt sense, and also have features that make the alterna-
tives easy to discriminate. However, ease of discrimination is not the primary criterion in good shape-
code design. Figure 7.11 shows the materials used in discrimination tests between sets of colors, military 
look-alike shapes, geometric forms, and aircraft  look-alike shapes. Color discrimination is easiest, 
and military symbols are easier to distinguish than aircraft  symbols because they have more diff erent 


0
A


Er
ro


r r
at


e r
el


at
iv


e t
o 


pe
rfo


rm
an


ce
 o


n 
C


B


Typeface


Transillumination
Daylight


C


0.5


1


1.5


2


0


1


2
3
4


5


6


7
8
9


0


1


2
3
4


5


6


7
8
9


0


1


2
3
4


5


6


7
8
9


FIGURE 7.9 Reading errors with three diff erent digit designs. Errors are fewest with the design that minimizes 
the number of elements that the alternatives have in common. (From Atkinson, W.H. et al., A study of the require-
ments for letters, numbers and markings to be used on trans-illuminated aircraft  control; panels. Part 5: the com-
parative legibility of three fonts for numerals (Report No. TED NAM EL-609, part 5), Naval Air Material Center, 
Aeronautical Medical Equipment Laboratory, 1952.)


FIGURE 7.10 “Iconic” display: Eight variables are displayed, measured outward from the center. When all the 
eight variables are on target, the display has an octagon shape.
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features, and the geometric forms can be discriminated more easily than aircraft  shapes (however, geo-
metric forms are not necessarily easier to discriminate. For example, the results would be diff erent if the 
shapes included an octagon as well as a circle). Th e results from naming tests rather than discrimination 
tests would be diff erent if geometric shapes or colors had to be given a military or aircraft  name. Naming 
tests favor look-alike shapes, as look-alike shapes can be more obvious in meaning.


Nevertheless, using a look-alike shape (symbol or icon) does not guarantee obviousness of mean-
ing. Th e way in which people make the correct link from shape to meaning needs to be tested care-
fully. For each possible shape, people can be asked regarding (1) what picture they think it represents; 
(2) what further meaning, such as an action, they think it represents; and (3) to choose the meaning of 
the shape from the given list of possible meanings. To minimize confusions when using shape codes, it 
is important not to include any shape that is assigned several meanings, or several shapes that could all 
be assigned the same meaning in the coding vocabulary. Otherwise, there could be high error rates in 
learning and using the shape codes. It is also important to test these meanings on the appropriate users, 
naive or expert people, or an international population. For example, in Britain, a favored symbol for 
“delete” would be a picture of a space villain from a children’s TV series, but this is not understood by 
people from other European countries!


Besides the potential obviousness of their meaning, the look-alike shapes have other advantages over 
geometric shapes. Th ey can act as a cue to a whole range of remembered knowledge about this type of 
object (see later discussion on knowledge). Look-alike shapes can also vary widely, whereas the number 
of alternative geometric shapes that are easy to discriminate is small. An interface designer using geo-
metric shape as a code runs out of diff erent shapes quite quickly, and may have to use the same shape 
with several meanings. As a result, a person interpreting these shapes must notice when the context has 
changed to a diff erent shape → meaning translation, and then should remember this diff erent transla-
tion before the person can work out what a given shape means. Th is multistage process can be error 
prone, particularly under stress. Some computer-based displays have the same shape used with diff er-
ent meanings in diff erent areas of the same display. A person using such a display has to remember to 
change the coding translation used every time when the person makes an eye movement.


7.1.3.2.2 Color Codes
Using color as a code poses similar problems as using geometric shape. Except for certain culture-based 
meanings such as red → danger; the meanings of colors have to be learned specifi cally rather than being 
obvious. Furthermore, only a limited number of colors can be discriminated by absolute judgment. 
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FIGURE 7.11 Symbols used in discrimination tests. (From Smith, S.L. and Th omas, D.W., J. Appl. Psychol., 48, 
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Th us, a designer who thinks color is easy to see, rapidly runs out of diff erent colors, and has to use the 
same color with several meanings. Th ere are computer-based displays on which color is used simultane-
ously with many diff erent types of meaning, such as


Color → substance (steam, oil, etc.)
Color → status of item (kg, on/off )
Color → function of item
Color → subsystem item belongs to
Color → level of danger
Color → attend to this item
Color → click here for more information
Color → click here to make an action


A user has to remember which of these coding translations is relevant to a particular point on the 
screen, with a high possibility of confusion errors.


7.1.3.2.3 Location Codes
Th e location of an item can be used as a basis both for identifying an item and for indicating its links 
with the other items.


People can learn where a given item is located on an interface, and then look or reach to it auto-
matically, without searching. Th is increases the effi  ciency of the behavior. But, this learning is eff ective 
only if the location → identity mapping remains constant; otherwise, there can be a high error rate. 
For example, Fitts and Jones (1961a), in their study about pilot errors, found that 50% of the errors in 
operating aircraft  controls were with respect to choosing the wrong control. Th e layout of controls on 
three of the aircraft  used at that time showed why it was easy to get confused (Table 7.1).


Consider that n pilot had fl own a B-25 very frequently such that he is able to reach to the correct con-
trol without thinking or looking. If he is transferred to a C-17, then two-thirds of his automatic reaches 
would be wrong, and if to a C-82, then all of them would be wrong. As with other types of coding, loca-
tion → identity translations need to be consistent and unambiguous. Locations will be easier to learn if 
related items are grouped together, such as items from the same part of the device, with the same func-
tion or the same urgency of meaning.


Locations can sometimes have a realistic meaning, rather than an arbitrary learned one. Items on 
one side in the real world should be on the same side when represented on an interface (ambiguity 
about the location of left /right displays could have contributed to the Kegworth air crash; Green, 1990). 
Another approach is to put items in meaningful relative positions. For example, in a mimic/schematic 
diagram or an electrical wiring diagram, the links between items represent the actual fl ows from one 
part of the device to another. On a cause–eff ect diagram, the links between the nodes of the diagram 
represent the causal links in the device. On such diagrams, the relative position is meaningful and the 
inferences can be drawn from the links portrayed (see later discussion on knowledge).


Relative location can also be used to indicate which control goes with which display. When there is a 
one-to-one relation between displays and controls, the choice of control is a recoding that can be made 
more or less obvious, consistent, and unambiguous by the use of spatial layout. Gestalt proximity processes 
the link items together if they are next to each other. However, 
the link to make can be ambiguous, such as in the layout: O O O 
O X X X X. In this case, which X goes with which O? People bring 
expectations about the code meanings to their use of an interface. 
If these expectations are consistent among a particular group of 
people, then the expectations are called population stereotypes. If 
an interface uses codings that are not compatible with a person’s 
expectations, then the person is likely to make errors.


TABLE 7.1


Position of Control


Aircraft Left Center Right


B-25 Th rottle Prop Mixture
C-47 Prop Th rottle Mixture
C-82 Mixture Th rottle Prop








Processes Underlying Human Performance 7-15


If two layouts to be linked together are not the same, then it has been observed that reversed but 
regular links are easier to deal with than random links (Figure 7.12). Th is suggests that recoding may 
be done, not by learning individual pairings, but by having a general rule from which one can work out 
the linkage.


In multiplexed computer-based display systems, in which several alternative display formats may 
appear on the same screen, there are at least two problems with location coding. One is that each format 
may have a diff erent layout of items. We do not know whether people can learn locations on more than 
one screen format suffi  ciently well, to be able to fi nd items on each format by automatic eye movements 
rather than by visual search. If people have to search a format for the item that they need, then it is sug-
gested that this could take at least 25 s. Th is means that every time the display format is changed, the 
performance will be slowed down while this search process interrupts the thinking about the main task 
(see later discussion on short-term memory). It may not be possible to put the items in the same absolute 
position on each display format, but one way of reducing the problems caused by inconsistent locations 
is to locate items in the same relative positions on diff erent formats.


Th e second location problem in multiplexed display systems is that people need to know the search 
“space” of alternative formats available, their current location, and how to get to other formats. It takes 
ingenuity to design so that the user of a computer-based interface can use the same sort of “automatic” 
search skills to obtain information that are possible with a conventional interface.


In fact, there can be problems in maximizing the consistency and reducing the ambiguity of all types 
of coding used on multiple display formats (Bainbridge, 1991). Several of the coding vocabularies and 
coding translations used may change between and within each format (watch out for the codes used in 
fi gures in this chapter). Th e cues that a person uses to recognize which coding translations are relevant 
must be learned, and are also oft en not consistent. A display format may have been designed such that 
the codes are obvious in meaning for a particular subtask, when the display format and the subtask are 
tested in isolation. However, when this display is used in the real task, before and aft er other formats 
used for other subtasks, each of which uses diff erent coding translations, then a task-specifi c display 
may not reduce either the cognitive processing required or the error rates.
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Deininger, R.L., J. Exp. Psychol., 48, 483, 1954.)








7-16 Handbook of Aviation Human Factors


7.1.3.3 Size → Size Codes


On an analogue interface, the length of the line is usually used to represent the size of a variable. Th e 
following arguments apply both to display scales and the way in which the control settings are shown. 
Th ere are three aspects: the ratio of the size on the interface to the size of the actual variable; the way 
comparisons between sizes are made; and the meaning of the direction of a change in size.


7.1.3.3.1 Interface Size: Actual Size Ratio
An example of the interface size to actual size ratio is that, when using an analogue control (such as a 
throttle), a given size of action has a given size of eff ect. Once people know this ratio, they can make 
actions without having to check their eff ect, which gives increased effi  ciency (see later discussion).


Th e size ratio and direction of movement are again codes used with meanings that need to be con-
sistent. Size ratios can cause display-reading confusions if many displays are used, which may all look 
the same but diff er in the scaling ratio used. If many controls that are similar in appearance and feel are 
used with diff erent control ratios, then it may be diffi  cult to learn automatic skills in using them to make 
actions of the correct size. Th is confusion could be increased by using one multipurpose control, such as 
a mouse or tracker ball, for several diff erent actions each with a diff erent ratio.


A comparison of alternative altimeter designs is an example that also raises some general HF/E 
points. Th e designs were tested for reading the speed and accuracy (Figure 7.13). Th e digital display gives 
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the best performance, and the three-pointer design (A) is one of the worst. Th e three-pointer altimeter 
poses several coding problems for someone reading it. Th e three pointers are not clearly discriminable. 
Each pointer is read against the same scale using a diff erent scale ratio, and the size of the pointer and 
the scale ratio are inversely related (the smallest pointer indicates the largest scale, 10,000 s, the largest 
pointer, 100 s).


Despite these results, a digital display is currently not used. A static reading test is not a good refl ec-
tion of the real fl ying task. In the real task, altitude changes rapidly, and hence, a digital display would be 
unreadable. Furthermore, the user also needs to identify the rate of change, for which the angle of line 
is an eff ective display. Nowadays, unambiguous combination altimeter displays are used, with a pointer 
for rapidly changing small numbers, and a digital display for slowly changing the large numbers (D). 
Before this change, many hundreds of deaths were attributed to misreadings of the three-pointer altim-
eter, yet, the display design was not changed until these comparative tests were repeated two decades 
later. Th is delay occurred for two reasons, which illustrates that HF/E decisions are made in several 
wider contexts. First was the technology: In the 1940s, digital instrument design was very much more 
unreliable than the unreliability of the pilot’s instrument readings. Second, cultural factors infl uence 
the attribution of responsibility for error. Th ere is a recurring swing in attitudes between the statement 
that a user can read the instrument correctly, so the user is responsible for incorrect readings, and the 
statement that if a designer gives the users an instrument that it is humanly impossible to read reliably, 
then the responsibility for misreading errors lies with the designer.


7.1.3.3.2 Making Comparisons between Sizes
Th ere are two important comparisons in control tasks: Is the variable value acceptable/within tolerance 
(a check reading), and if not, how big is the error? Th ese comparisons can both usually be done more 
easily on an analogue display. Check readings can be made automatically (i.e., without processing that 
uses cognitive capacity) if the pointer on a scale is in an easily recognizable position when the value is 
correct. Furthermore, linking the size of the error to the size of action needed to correct it can be done 
easily if both are coded by the length of the line.


An example shows why it is useful to distinguish cognitive functions from the cognitive processes 
used to meet them. Comparison is a cognitive function that may be done either by simple recoding or 
by a great deal of cognitive processing, depending on the display design. Consider the horizontal bars in 
Figure 7.13 as a display from which an HF/E designer must get information about the relative eff ective-
ness of the altimeter designs. Th e cognitive processes needed involve searching for the shortest perfor-
mance bar by comparing each of the performance bar lines, probably using iconic (visual) memory, and 
storing the result in the working memory, then repeating to fi nd the next smallest, and so on. Visual 
and working memory are used as temporary working spaces while making the comparisons; working 
memory is also used to maintain the list of decision results. Th is fi gure is not the most eff ective way of 
conveying a message about alternative designs, because most people do not bother to do all this mental 
work. Th e same results are presented in Figure 7.14. For a person who is familiar with graphs, the com-
parisons are inherent in this representation. A person looking at this does not have to do cognitive 
processing that uses processing capacity, which is unrelated to and interrupts the main task of thinking 
about choice of displays (see later discussion for more on memory interruption and processing capac-
ity). Th is point applies in general to analogue and digital displays. For many comparison tasks, digital 
displays require more use of cognitive processing and working memory.


7.1.3.3.3 Direction of Movement Æ Meaning
Th e second aspect to learn about interface sizes is the meaning of the direction of a change in the size. 
Here, cultural learning is involved, and can be quite context-specifi c. For example, people in techno-
logical cultures know that clockwise movement on a display indicates increase, but on a tap or valve 
control indicates closure, and therefore, decrease. Again, there can be population stereotypes in the 
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expectations that people bring to a situation, and if linkages are not compatible with these assumptions, 
error rates may be at least doubled.


Directions of movements are oft en paired. For example, making a control action to correct a displayed 
error involves two directions of movement, on the display and on the control. It can be straightforward 
to make the two movements compatible in direction if both are linear, or both are circular.


It is in combining three or more movements that it is easy to get into diffi  culties with compatibility. 
One classic example is the aircraft  attitude indicator. In the Fitts and Jones (1961b) study on pilots’ 
instrument reading errors, 22% of the errors were either reversed spatial interpretations or attitude 
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