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Facilitated by a Collective Customer Collaboration (C3) system, the impact of
customer knowledge and demand information on supply-chain performance is
examined. The basic characteristics and theoretical benefits of C3 systems are
presented and tested using a multi-agent supply-chain simulation. The simulation
test results indicate that (1) supply chains employing C3 front-ends, without
sharing information, show performance improvements over traditional supply
chains; (2) supply chains employing C3 front-ends, while also sharing information,
show performance improvements over those that did not share information; and
(3) centralized supply chains employing C3 systems, while also sharing informa-
tion, show performance improvements over their decentralized counter-parts.


Keywords: Collective Customer Collaboration (C3) system; Supply chain;
Customer knowledge


1. Introduction


The demand for co-designed products, where customers participate in sharing
knowledge and information to specify products which have custom characteristics, is
continually increasing (Piller et al. 2005). And, recently, some have asserted that
having the interaction skills and ability to match custom configurations to the needs
of customers during a process of co-design is becoming a primary source of
competitive advantage (Sheth et al. 2000, Seybold et al. 2001). Further, while B2B
markets have seen various forms of customization become relatively more
commonplace (Homburg et al. 2000), co-design in most consumer markets is still
in a nascent stage, and therefore may afford rich research opportunities for
exploration.


Collective Customer Collaboration (C3) is a recent step in co-design, and entails a
group of customers taking part in product design as well as committing to product
purchase (Piller et al. 2005, Ogawa and Piller 2006). Industry examples of C3
approaches include those undertaken by Threadless.com, Muji, and Yamaha.
Threadless has a community of customers that submit, inspect, and approve new
t-shirt graphic designs; Muji uses an online customer community to help design
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consumer products such as bean-bag sofas, bookshelves, and portable lamps; and
Yamaha used a team of users to test and make recommendations for musical
instruments, and has teamed with online C3 providers in the process.


As a variant of mass customization, C3 entails, to some extent, considerations of
supply-chain redesign (Boynton and Victor 1991, Pine 1993, Pillar et al. 2004,
Salvador et al. 2002, Westbrook and Williamson 1995). Also, because C3 promises
particularly high levels of customization, the redesign needed may be significant.


In the context of Knowledge and Information Technology Management systems
(KITM) in manufacturing, our interest in this paper is to examine the basic
characteristics of C3 systems, and also to evaluate the effects of C3-generated
customer knowledge and demand information on supply-chain efficiencies over a
variety of designs. In line with testing the predictions made by Piller (Piller et al. 2005)
and the work done by Aviv (2001), Cheung and Lee (2002), Kulp (2002) and
Moinzadeh (2002), we are interested in clarifying how information sharing and
coordination via a C3 system affects production costs. We believe these to be
interesting issues, insofar as the theories about C3-based savings have yet to be
broadly tested. And, the feasibility of using C3 in various supply-chain designs is yet to
be explored – for example, those designs being dependent on factors such as anti-trust
regulations and competitive security considerations (Lee and Whang 2000).


To this end, we discuss the basic principles of C3, and use a C3 system exemplar
as cited by Ogawa and Piller (2006) to illustrate its interaction with three, separate
supply-chain configurations. We use a multi-agent simulation, benchmarked against
the analytical model derived by Anand and Mendelson (1998), to evaluate the
following questions: (1) do supply chains employing C3 without sharing information
show performance improvements over traditional supply chains, as lead times
diminish? (2) Do supply chains employing C3, while also sharing its information,
show performance improvements over their non-sharing counter-parts, as lead times
diminish? (3) Do wholly owned or centralized supply chains employing C3, while
also sharing its full information, show performance improvements over decentralized
supply chains, as lead times diminish?


This article is organized as follows: in section 2, we describe the principles and
theories of C3 systems, and provide the literature and background for our three
research questions. In section 3, we detail the components, assumptions, and design
of our simulation model. In section 4, we describe our research methodology. In
section 5, we provide the simulation results. In section 6, we discuss the results in
light of the predictions found in the literature and compare them to our hypotheses.
Finally, section 7 presents our conclusions.


2. C3 system characteristics and assertions


Recently, Piller et al. (2005) and Ogawa and Piller (2006) have proposed and refined
the idea of Collective Customer Collaboration to characterize the process of using
customer knowledge in an effort to take the best features of mass customization and
postponement, and include collaborative customer knowledge to create the ‘‘most’’
custom products at prices that reflect mass-production manufacturing. In general,
C3 is an outgrowth of co-design, where co-design is characterized as a process of
collaborative value creation between multiple actors (Wikström 1996, Ramirez 1999,
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Prahalad and Ramaswamy 2004, Berger et al. 2005). Through basic co-design,
customers detail their product specifications and engage in product definition
processes by translating their requirements into the physical domain (von Hippel
1998, Khalid and Helander 2003). Further, communities for co-design reflect expert
knowledge of customer groups that interact not only with one company, but
importantly, also with each other. Communities for co-design extend beyond
organizational structures, spanning functional boundaries to create common
knowledge and value (Gibbert et al. 2002). C3 necessarily entails an interplay
between customer and manufacturer. Proponents of this approach assert that it
offers access to a rich stream of information that allows the firm to cut back on fixed
costs that came about due to the necessity of maintaining a high level of operational
flexibility. This cost-saving potential is founded on the capability to design and
re-design the routines to utilize co-design information and to combine this infor-
mation with existing knowledge to improve the efficiency of the whole value system
(De Meyer et al. 2002, Rowley 2002, Thomke and von Hippel 2002). Further, this
challenge includes utilizing the information from the co-design process to enhance
the loyalty of customers towards the firm (Pine et al. 1995, Berger et al. 2005).


Proponents of C3 argue that there are both ‘‘soft’’ and ‘‘hard’’ advantages over
extant customization approaches. These include the following advantages:


1. Mass customization provides too many choices and excess variety, while C3
allows one to specify instead of choose.


2. Postponement can result in inventory waste due to product flops, while C3
begins the full manufacturing cycle only after customers show their full
commitment to purchase a specific item.


3. C3 approaches promise greater support for creative activities (von Hippel and
Tyre 1995, Sawhney and Prandelli 2000, Nemiro 2001, Gascó-Hernández and
Torres-Coronas 2004) and increases customer integration into company
activities (Schubert 2000).


4. C3 enables manufacturers to avoid having to make risky decisions about what
components to prefabricate or about the optimal timing of postponement.


5. C3 does not require interactions with individual customers nor does it require
running manufacturing lots of size one.


Overall, C3 holds three major advantages in the course of customer co-design: (1) the
generation of customer knowledge to provide a better starting (pre-) configuration;
(2) the support of collaborative co-design fostering joint creativity and problem
solving; and (3) the building of trust and the reduction of the perception of risk
(Berger et al. 2005).


2.1 Exemplar C3 system


Ogawa and Piller (2006) cite the CMP broker (Elofson and Robinson 1998) as an
exemplar C3 system, and we use this system to generate our simulation assumptions.
The CMP broker uses the World Wide Web as a channel through which knowledge
of individual buyers is represented in a multi-stage bargaining action. The bargaining
action takes place in three stages: (1) knowledge of like-minded buyers is used to
group them through a collaborative filtering algorithm; (2) product requirements
from the like-minded buyers are clarified and agreed upon through an automated
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negotiation session; and (3) the product specification and the quantity of orders is
put out to suppliers for bid.


An example of how the CMP broker is used is shown in figure 1. In the figure,
customers A and B are members of some n number of like-minded buyers who are
seeking to buy a personal computer that primarily supports surfing on the Web.
Customer B wants lots of CPU power, a large flat-screen monitor, and substantial
storage capacity. Customer A wants a large flat-screen monitor, modest CPU power
to save money, and modest storage capacity. Together, customers A and B – along
with the other like-minded buyers – engage in a negotiation over the sought-after
PC’s product specification until it is agreed that they will try to buy a PC with a large
flat-screen monitor, modest CPU power, and large storage capacity. Once this
agreement has taken place, the PC specification, along with the number of orders, is
submitted to one or more worldwide suppliers for pricing and a deal is made.


The goal of a CMP broker, therefore, is to facilitate the process of providing
buyers with products that are better suited to their needs, but without the penalty of
higher prices – that is, to consolidate buyer-purchasing decisions and achieve better
results through lower search costs and higher bargaining power.


2.2 C3 system architecture


Figure 2 illustrates the logical component architecture of the CMP broker. Each of
the rectangles represents a computerized component within the UML interaction
diagram. Customer, supplier, and broker are the three main components; the broker
consists of three subcomponents. The shadowed rectangles of customer and supplier
indicate that multiple components (e.g. multiple customer systems) can interact with
the broker.


A variety of physical architectures can realize the logical architecture. Typically,
the three main components each reside on separate computers. However, each


Bob’s spec:
inexpensive,
large flat-screen monitor,
modest CPU,
modest storage capacity


CMP Broker


Assisted collective
contract negotiation


Assisted collective
product negotiation


Final group contract:
large flat-screen monitor,
modest CPU,
large storage capacity


Negotiated group spec:
large flat-screen monitor,
modest CPU,
large storage capacity


Carol’s spec:
large flat-screen monitor,
powerful CPU,
large storage capacity


Figure 1. An illustration of an CMP broker.
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broker subcomponent can also reside on separate computers. Moreover, the broker
can be partitioned into the common layers of presentation, application, and
database, each of which can be placed on separate computers, thereby defining a
four-tier architecture (in which the customer or supplier occupies the fourth client-
presentation tier).


There are a number of implementations for each of the components – perhaps, of
the most interest are the collaborative filtering systems (Resnick and Varian 1997,
Herlocker et al. 2004) and the negotiations systems used to generate product
specifications (Elofson and Robinson 1998, Robinson and Volkov 1998, Su et al.
2001, Jin Baek and Segev 2003, Dang and Huhns 2005, Hyung Rim et al. 2005).


A sequence of the steps that a CMP broker must take to create a custom order
is presented next. The following numbered steps refer to the sequence numbers
in figure 2.


1. Start: a buyer states a request for a PC.


(1.1) Preference acquisition: buyer specifies PC preferences, usage informa-
tion, and price preference. (Many other buyers contribute their buying
preferences.)


(1.2) Collaborative filtering module uses knowledge of preferences to find
group(s) of like-minded buyers.


2. Based on buyer group characteristics, the negotiation module suggests
existing product(s) as a straw-man from which to begin customization (e.g.
Pentium 3, 1 Gigabyte Hard drive, 17" Flat screen, DVD).


3. Buyer feedback: buyer requests deal improvement mediated by the
negotiation module.


Customer


Broker


Supplier


Request
processor


Collaborative
filter


Specification
generator


collaborative preferences


preferences


1 request product


2 collaborative spec


3 update preferences


4 updated spec


5 accept spec


6 accept bid


5.1 product spec


5.2 bid


6.1 accept bid


Figure 2. Component architecture of the CMP broker (UML 2.0).
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4. Contract restructuring: negotiation module restructures the deal to create new
contracts for buyers to examine.


. Iterative restructuring: repeat steps 3–4.


5. Proposal submission: buyer requests PC deal.


(5.1) Auction module offers custom product to suppliers for bid.
(5.2) Basic matching: suppliers provide bids, which are matched with


preferences.


6. Deal creation: buyers and suppliers agree to deal: end.


Thus, the main activities that are mediated by the CMP broker include: (1) a buyer
considers a product purchase; (2) the CMP broker finds other people interested in
making a similar purchase; (3) a negotiation session among buyers to agree on
a specific set of product characteristics takes place; and (4) the custom product
specification goes out for bid. The result of such a session is a completed
specification of n number of PC orders to be filled by a given supplier.


The product configuration specification is the planning input for the customized
manufacturing, assembly, and delivery steps. While these processes are cost drivers
Piller et al. (2004) assert that if manufacturing and assembly are performed
on-demand instead of on-stock, savings may nevertheless be possible, including
the following:


1. Inventory reduction or elimination of inventory in distribution chain;
reduction in safety stock.


2. Planning complexity reduction; reduction of adaptation costs (of planning
decisions), fashion risk, and development costs (production flops).


3. Capacity utilization and stability: no bull-whip effect via stable processes and
the reduction of the over-capacity required in make-to-stock systems to adopt
to short-term changes in trends.


Of particular interest in our study is the impact of the configuration information
process, which can reduce supply-chain inventory (assertion 1 above). However, we
assume that distinguishing information transfer as simply sharing versus not sharing
information is insufficiently nuanced for evaluating supply-chain designs. For
example Lee and Whang (2000) point out that supply-chain partners must take care
when sharing sensitive cost data, such as production yields or parts pricing – sharing
full information can lead to less bargaining power and falling profits. Further,
confidentiality must be a top priority under some competitive circumstances, and, to
further complicate issues, information sharing can lead to a violation of antitrust
regulations. Therefore, we wish to investigate information transfer under specified
circumstances, to reflect the dilemmas that face supply-chain designers.


3. C3 interaction with supply chain


For our evaluation of the interaction of the C3 system with a supply chain,
we assume that the supply chain under consideration has exclusive use of the
CMP broker, and thus has exclusive C3 production specification information.


2572 G. Elofson and W. N. Robinson








Consistent with current C3 systems (Piller et al. 2005, Ogawa and Piller 2006), we
assume that the supply chain manufactures the products, rather than sending the
specification to auction (steps 5.1 and 5.2 of section 2.2). Therefore, the supply-chain
configurations evaluate using a make-to-order production policy of C3 products.
However, the information kind and transfer varies: demand-forecasting methods
vary (traditional vs. CMP based) and information transfer varies (sharing and not
sharing among nodes).


Make-to-order strategies are typically used when there are long lead times that
allow orders to begin upstream in the supply chain, and customers’ needs are not
excessively time sensitive. For example Lee (1996) cites a disc-drive manufacturer
that receives different orders from OEMs. They assume a supplier of raw materials,
a manufacturer that supplies parts, and a manufacturer that produces units in two
stages within time T. The first stage of production generates the generic unit in time t,
and the generic stock units are placed in inventory. To differentiate the generic
products and personalize them, they are put through a second process in a time T � t.
After time T, the products may be shipped to either a distribution centre or buyer.
A C3’s CMP broker improves on this strategy by enabling an increase in order size as
well as improved information precision in demand forecasting (Robinson and
Elofson 2001).


Given that our C3 system increases order size and information precision, we are
interested in two supply-chain variables: (1) information sharing; and (2)
centralization, in the context of centralized and decentralized control.


3.1 Information sharing


Information sharing has been treated broadly in the literature, and has included
online supplier information with buyer inventory levels (Moinzadeh 2002), vendor
managed inventory (VMI) information (Cheung and Lee 2002, Kulp 2002), non-
specific advance demand information (Thonemann 2002), continuity of flow
(Heikkila 2002), warehouse inventory control effects (Qi-Ming et al. 2002) and
shared forecasts (Aviv 2001). Notwithstanding the many treatments of information
sharing in the literature, some generalizations may be made from the results.


First, in keeping with Milgrom and Roberts’ (1990) assertion that information
may substitute for inventory in economic terms, the literature on information
sharing shows positive, albeit varying, levels of savings (Chen 1998, Cachon and
Fisher 2000, Lee et al. 2000, Moinzadeh 2002).


Second, information sharing has positive savings for a variety of conditions: these
include VMI programs (Kulp 2002), collaborative forecasting (Aviv 2001), and
online order information (Moinzadeh 2002). However, reports of when information
sharing is most effective vary. Lee et al. (2000) showed that benefits were greatest
when demand was significantly correlated over time, while Moinzadeh (2002)
reported that savings were greatest under extraordinary circumstance such as very
large orders or very low inventory.


Additionally, concerning the information which would be shared, information
precision has typically shown positive results for inventory savings Anand and
Mendelson (1998) and Kulp (2002). Not surprisingly, these studies showed that
precision in forecasts and orders resulted in inventory savings, especially under
conditions of delayed differentiation.
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Overall, information sharing has positive results on inventory savings. Therefore,
we would expect that technologies that facilitate the sharing of information, together
with increasing the precision of information, would also help to increase inventory
savings. Thus, our first assertion is as follows:


Assertion 1: as information sharing increases across a supply chain, inventory
savings increase.


3.2 Centralized control


Centralized control exists when decisions on how much, and when, to produce goods
are made centrally, based on material and demand status of the entire system.
Decentralized control indicates situations where each individual unit in the supply
chain makes these decisions based on local information, and has the decision
authority to do so (Lee and Billington 1993). Even though we might associate
centralized control with a wholly owned supply chain, and decentralized control with
a multiply-owned supply chain, this is not always the case. Lee and Billington (1993)
point out that ‘‘. . . many companies have intentionally decentralised control of their
business units or functions’’ (p. 835).


These control considerations have received some significant attention in the
literature. Anand and Mendelson (1997), early on, studied various levels of control
and concluded that the issue was highly nuanced and contingent on a multiplicity of
factors (decision rights, information location, supply-chain design) deserving greater
study. Chen (1999) found that decentralized supply chains have optimal replenish-
ment strategies when the upstream suppliers are given customer demand information
beyond downstream orders. Kouvelis and Gutierrez (1997) and Lee and Whang
(1999) found that centralized control showed greater profitability, especially when
there is significant fluctuation in demand.


The overall thrust of the literature suggests that centralized control, with its full
disclosure and high coordination, is generally advantageous for overall supply-chain
performance. Also, we have seen no evidence in the literature that indicates that
greater information sharing confounds the other characteristics of centralized
control (that is, having more precise information does not interfere with
coordination or material flows). Consequently, we suggest the following:


Assertion 2: centralized control shows greater overall supply-chain performance
than decentralized control, and the performance differences will increase as
delivery windows decrease.


3.3 Information precision and batch size


Within the bounds of supply-chain management, a C3 system changes the
characteristics of information precision. We assume that, because a C3 system
helps define product configurations that are agreed upon by a group of individuals,
individual make-to-order requests may instead become batched, make-to-order
requests. We assume that information precision in demand forecasting is increased
insofar as large-scale orders are made through buyer consolidation and early
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purchase commitment, and so forecasting for non-stock items is obviated with the
presence of a C3 system.


Cachon (1999) showed that retail orders increasing in batch size resulted in lower
inventory costs for suppliers. Therefore, because C3 aggregates orders we expect that
the opportunity for lower inventory costs exist. Further Kulp (2002) and Anand and
Mendelson (1998) showed increased savings with information precision in demand
forecasts. Cvsa and Gilbert (2002) illustrated that with sufficient demand
information certainty, advanced purchasing further increases the possibility for
strategic market leadership. Consequently, we make the following assertions
regarding the C3 system used in our simulations:


Assertion 3: a C3 system’s batching capability will likely lower inventory-holding
costs.


Assertion 4: a C3 system’s increased information precision will likely lower
inventory-holding costs.


These four assertions lead us to the following hypotheses:


Hypothesis 1: a supplier using C3 systems will have decreased inventory-holding
costs compared to a supplier with no C3 system.


We expect this because the supplier with a C3 system will have greater information
precision and increased size of batched orders, and assertions 3 and 4 suggest that
inventory-holding costs should diminish accordingly.


Hypothesis 2: a set of two, autonomous suppliers in a supply chain, both sharing
demand information from a C3 system, will have decreased inventory-holding
costs when compared to a supply chain with only the downstream supplier using
a C3 system.


We expect this outcome because the two suppliers have the added advantage of
sharing information and gain the advantages of doing so as suggested in assertion 1.


Hypothesis 3: a set of two, centrally controlled, suppliers in a supply chain, both
sharing demand information from a C3 system, will have decreased inventory-
holding costs when compared to a supply chain using decentralized control.


We expect this outcome because of assertion 2 ‘‘Centralized control shows greater
overall supply-chain performance than decentralized control and the performance
differences will increase as delivery windows decrease.’’


4. Research methodology


To evaluate the effects of a C3 system on a supply chain, we employ a simulation
methodology. The use of simulations in research has broadened over time to include
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a widening range of applications, ranging as far as to evaluate descriptions of
bounded rational but adaptive economic systems (Cyert and March 1963, Crecine
1969), normative implications characterized by intentional rational economic
behaviour (Nelson 1982), as well as issues as complex as organizational learning
(Levinthal and March 1988, Lant and Mezias 1990). Within the topic of this paper,
simulations have also been used to evaluate supply-chain characteristics (Fulkerson
and Staffend 1997, Bhaskaran 1998, Kaihara 2001, Raghunathan 2001, Missbauer
2002, Persson and Hagger 2002, Zhao et al. 2002).


The limitations of simulations include the fact that they are dependent upon
researchers’ theoretical assumptions and the initializing values of the independent
variables. Some of these concerns may be obviated by changing the assumptions of
the model or by altering the initial variables or both, and performing a sensitivity
analysis over the manifold versions of the model. The problems of simulations
generally include, as with any abstraction, their omission of detail, limiting
somewhat the complexity of individuals and decisions and processes. Additional
problems include attempting to verify the models under consideration.


To capture the salient characteristics of the supply chain in our study, we began
by recognizing that there are five elements of a simulation (Whicker and Seligman
1991).


1. Researcher specified assumptions about the model being tested.
2. Parameters (fixed values and control variables).
3. Inputs, or independent variables.
4. Algorithms, or process decision rules that convert input values to outputs.
5. Outputs, or dependent variables.


We explain these elements in the sections that follow, and detail the simulation
implementation.


4.1 Modeling assumptions


Our supply-chain simulation model is derived from the modeling elements defined by
Strader et al. (1998, 1999). Previously, we modeled a product postponement supply
chain (Robinson and Elofson 2000, 2001), a key step in the C3 model, and validated
that simulation model against the analytic model of Anand and Mendelson (1998).
Herein, we report our analysis of the supply-chain model, which now includes the use
of the C3 system.


The supply-chain model is abstract. In it, each node can represent a workstation
within the context of job scheduling in a production facility. Alternatively, each node
can represent a site within multinational cooperating companies. Thus, times and
costs are relative within the abstract model.


Figure 3 illustrates the structure of the supply chain. Four kinds of nodes are
shown: (1) supplier; (2) manufacturer; (3) distributor; and (4) customer. Together,
manufacturing nodes M2.1 and M2.2 define one aggregate manufacturing facility –
their intra-communication times for orders and parts are less than the times for
communicating with the external nodes, M1 and D. Moreover, manufacturing nodes
M2.1 andM2.2 cooperate to produce timely personalized products through their
complementary polices of build-to-forecast (BTF) and make-to-order (MTO),
respectively. Manufacturing node M1 uses a BTF policy.


2576 G. Elofson and W. N. Robinson








In figure 4, a broker employing a C3 system (B) is inserted between the
distributor and the manufacturing nodes for those supply chains that use the C3
system. The placement of the C3 system node (B) models either of the real-world
implementations cases in which: (1) the distributor uses the C3 system or (2) the most
downstream manufacturer uses the C3 system.


4.2 Fixed simulation parameters


We defined two supply models that differ only in their use of the C3 system.
Compare figure 3 with figure 4. Both models have parameters that were fixed
identically during all simulations. They included the following parameters:


. Model parameters: in addition to the basic structure of the supply chain, both
models also define how orders and parts move between and within nodes of
the supply chain. Numeric values define the order and part forwarding times,
production times, inventory costs, and start-up inventory quantities. In the
simulations, the start-up inventory quantity is 20 for each product type.


Materials & materials information flow


Demand information flow


Z is produced from X and Y: ⇒


S
⇒
⇒
⇒


M1
0,1 3


4
5


0,2
1,2


⇒
⇒
⇒


M2,1
3,4 6


7
8


3,5
4,5


⇒
⇒
⇒


M2,2
6,7 9


10
11


6,8
7,8


⇒
⇒
⇒


D C
9 9


10
11


9
10
11


10
11


X,Y Z


Aggregate node


S


Figure 3. Supply chain without C3 system.


Materials & materials information flow


Demand Information Flow


Z is produced from X and Y: ⇒X,Y Z


Aggregate node


S


M1
0,1 3
0,2 4
1,2 5


⇒
⇒
⇒
⇒
⇒
⇒
⇒
⇒


M2,1
3,4 6
3,5 7
4,5 8


⇒
⇒
⇒
⇒
⇒
⇒
⇒
⇒


M2,2
6,7 9
6,8 10
7,8 11


⇒
⇒
⇒
⇒
⇒
⇒
⇒
⇒


B
9 9
10 10
11 11⇒


⇒
⇒


D C
9 9
10 10
11 11


⇒
⇒
⇒
⇒
⇒
⇒


9
10
11


Figure 4. Supply chain with C3 system, as supported by the broker B.
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Each product production time is 0.01 hours. Inventory costs are computed as
the holding time multiplied by a fixed cost: (PartexitTime � PartarrivalTime) �
cost. For all nodes, the cost is $1.00 per part.


. Order and part parameters: all orders originate at customers, pass through the
distribution node and then onto the manufacturing nodes. The C3 system
model includes a C3 system between the distribution and manufacturing
nodes. All parts originate at a supplier and are forwarded to the
manufacturing nodes.


. Part parameters: products are manufactured from parts, as shown in the
figures. The finished product 9, for example, is manufactured from parts 6
and 7, which in turn are manufactured from parts 3, 4, and 5, which are
manufactured from parts 0, 1, and 2. Thus, a single finished product requires
8 parts, 6 manufacturing processes, 3 manufacturing nodes, as well as the
supplier and distributor nodes. Thus, small changes in demand can cascade
into substantial inventory changes. Manufacturing nodes use a production
plan horizon of 8 hours, which models three production schedules in
24 hours.


. Demand variability: the market demand for a quantity of a product at time
point t is represented as normal distribution over a range [low, high]. At the
time each order enters the simulation, the simulator randomly selects a
quantity from the distribution. The ranges vary with the demand pools, as
described in the next section (x4.3).


. Demand forecasting: nodes M1 and M2.1 use a simple exponential forecasting
function to predict demand quantity for their products. The formula is as
follows:


Forecasted Demand (t2) ¼ �� Actual Demand (t1) þ (1 � �) � Forecasted
Demand (t1).
Actual Demand (t1) is the actual demand from previous period.
Forecasted Demand is the forecasted demand from previous period. �2 [0,1];
it weights the actual vs. forecasted demand.
The forecast horizon is 2 days, and the � parameter is 0.5.


. Simulation time: all simulations run for 45 days with a time step of 1.0 hour.


4.3 Independent simulation variables


Information sharing, C3 system, and order lead times are independent simulation
variables.


4.3.1 Information sharing. In the simulation, information sharing is modeled as the
communication of order demand and inventory levels between nodes. Three levels of
information sharing are considered:


1. None: no information is shared between nodes.
2. Some: demand information, comprised of product type, quantity and due


date, is shared among nodes. Demand information flows upstream, from the
customers toward the suppliers.
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3. Most: demand information and supply information, comprised of inventory
levels, is shared between nodes. Supply information flows downstream, from
the suppliers toward the customers.


4.3.2 C3 software. In the simulation, the effects of the C3 system are modeled by
two information improvements: (1) increased precision in the demand information;
and (2) increased demand homogeneity, specifically, orders are aggregated into pools
having common characteristics. The improvements are modeled as follows:


. Information precision: generally, one can assume that the demand informa-
tion (DI) received by a supply-chain node is accurate. That is,
DIreceived ¼ DIactual. However, demand information can be inaccurate. Let
� be the precision of the demand information (DI). Then, we model DIreceived
as DIreceived ¼ DIactual þ (DIactual � �) Thus, if � is 0, then the demand
information is accurate; that is, DIreceived ¼ DIactual. However, if � is 1, then
the demand received is twice the actual demand.


. Demand pooling: demand pooling aggregates multiple demand orders
occurring in a period into a single ‘‘batched order,’’ or pool. Consider the
order arrival rate, which is the demand quantity for a specified period: arrival
rate ¼ DQ/(t2 t2 � t1). The average arrival rate for some sequence of periods
i..n, Pi ¼ tiþ1 � ti is DQi/Pi. Demand pooling aggregates the demand over a
sequence of periods into a single demand order: demand pool ¼ � DQi. Of
course, larger demand pools imply longer demand periods because pools are
created by aggregating earlier orders with later orders.


In the simulation, two levels of the C3 system are considered:


1. No use of the C3 system.


. Without the C3 system, � ¼ [0.0, 0.1], !�"�"� is drawn from the normal
distribution over the range. Thus, the non-C3 system model has up to 10
percent demand imprecision.


Without the C3 system, the demand pools are one-half that of the C3 system
model. The DQ is drawn the normal distribution over the range [5, 15], where the
period, Pi, is 24 hours.


2. Use of the C3 system.


. With the C3 system, � ffi, which specifies perfect demand precision.


. With the C3 system, the DQ is drawn the normal distribution over the
range [5,15], where the period, Pi, is 48 hours.


The combined modeling elements define the C3 system supply chain with better
demand information and greater demand pooling than the non-C3 system supply
chain.


4.3.3 Order lead times. Nine order lead times are analysed. Lead times ranged from
0 to 32 hours at 4-hour increments (e.g. 0, 4, 8, 16, etc.). The longest lead time, of
32 hours is four times the production planning period. Variability is introduced into
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lead times by adding a random value �, where � is selected from the normal
distribution over the range [0.0, 2.0] hours.


4.4 Simulation functions


A simulation begins with the arrival of orders. Each node of the supply chain fulfils
orders that arrive from its upstream nodes by producing products from parts that
arrive from its downstream nodes. Two production policies are used: BTF and
MTO. These basic simulation functions are described next.


. Order arrival: orders arrive for each product after each arrival interval
elapses. Each order has an associated quantity described by a normal
distribution. A supply-chain node that receives an order can send orders to
its own suppliers for any necessary parts. Thus, a customer order can create a
cascade of orders through the supply-chain network. In the simulation, a
node fulfils orders according to its production policy under the constraints of
the fixed simulation parameters (see the section entitled ‘‘Fixed simulation
parameters’’).


. Make to order production: in a MTO production policy, a node produces
products to fulfill specific orders. Expedited orders are allowed. Thus, late
arriving orders with short lead times, may be inserted in front of existing
orders in the production plan.


. Build to forecast production: in a BTF production policy, a node produces
products as a means to fulfill an expected quantity of future orders, as
determined by a forecast (Mccutcheon et al. 1994). As orders arrive at a
node, the node can continually update its expectation of future orders. (The
section entitled ‘‘Fixed simulation parameters’’ defines the exponential
forecasting function.)


. Information sharing: supply-chain nodes can share information. For example,
an upstream node can share its demand forecast with a downstream node.
This allows the downstream node to update its demand forecast to be
consistent with the upstream node. Figures 3 and 4 illustrate such
information sharing.


. Part arrival: part arrival is analogous to order arrival. Parts arrive at supply
nodes after each arrival interval elapses. Each part shipment has an
associated quantity described by a normal distribution.


4.5 Dependent simulation variables


Each simulation run tracks a number of dependent variables, including: cycle time,
fulfillment rate, inventory cost, and capital utilization. Inventory cost is the focus on
the following experiments and discussion. However, cycle time is also referenced.
Their simulation functions are defined here.


. Inventory cost: inventory costs are computed for each node. It is the
holding time multiplied by a fixed cost: (PartexitTime � PartarrivalTime) � cost.
The analysis in the following sections on Experiments and Discussion refer to
the total inventory costs for all nodes of the supply chain excluding the
supplier, distributor, and customer.
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. Cycle time: cycle times are computed for the distributor node of each supply
chain. It is the order fulfillment period: (PartexitTime � OrderarrivalTime).


These dependent variables are used to assess the effects of the experiments.


4.6 Simulation implementation


Our simulations are built using simulations tools. The supply-chain design uses some
components defined by the Strader et al. simulation framework (SSM) (Strader et al.
1998, 1999). A simulation framework is a carefully designed set of reusable
components that can be specialized to produce custom simulations. The Strader
et al. SSM defines configurable supply-chain components for order management,
inventory management, production planning, capacity planning, materials planning,
shop floor control, and manufacturing systems. SSM is built upon Swarm, a general-
purpose agent-based simulation framework.


Swarm is a multi-agent software platform for the simulation of complex adaptive
systems. In the Swarm system the basic unit of simulation is the swarm, a collection
of agents executing a schedule of actions. Swarm supports hierarchical modeling
approaches whereby agents can be composed of swarms of other agents in nested
structures (Minar et al. 1996).


Our simulation implementations benefit from the pre-defined supply-chain
components of SSM, and the general simulation processing and programming
environment of Swarm.


The top of figure 5 illustrates the SSM simulation network defined in Strader
et al. (1998), where each entity node is defined as interacting agents, as shown at the
bottom of the figure. SSM configuration parameters include the supply-chain
network design and the inputs, outputs, and algorithms of the agents. Configuration
is specified as parameters in SSM, as well as data and programs in the underlying
Swarm framework.


In Strader et al. (1999), Strader et al. describe the interactions among the agents.


[. . .] an entity ScnESwarm A receives an order from its customer ScnESwarm C.
The order flows to the order management agent (OrdM). According to the
customer lead times, the inventory availability information (from InvM),
the production plan (from PrdP), and the manufacturing capacity (CapP), the
order management agent assigns a due date to the order. If the products are
in stock, the order is filled by shipping the products from inventory. If the
products are in receiving, the due date is set according to the delivery date of the
products.


For an entity with manufacturing capability, the order is forwarded to the
production-planning agent (PrdP) where the schedule for making the products is
planned. The capacity-planning agent (CapP) and the material-planning agent
(MatP) are partner agents in generating achievable build plans. The material
planning obtains build plans from the production-planning agent to allocate
materials for manufacturing. It also contributes information about material
availability to production planning for scheduling. The capacity planning agent
(CapP) plans capacity by taking the build plan from PrdP and sends capacity
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usage information to PrdP for scheduling the build plan. The SCN management


agent (ScnM) takes the order information to choose suppliers in allocating


material sources


As can be inferred from the above descriptions, the SSM simulation framework


provides a rich, detailed, accurate representation of a supply-chain network.
Our use of the SSM follows the paradigm of software product line engineering,


which addresses the systematic reuse of core assets for building related products


(Clements and Northrop 2002, Pohl et al. 2005). A product line is a set of similar


products that are derived from common components and yet possess varied features


(a)


(b)


Figure 5. An example supply chain (top), where each node is defined as multiple interacting
agents (bottom). Figures adapted from Strader et al. (1998).
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to meet specific customer requirements. Each individual product within a product
line is called a product variant. Our simulations are product variants derived from the
SSM framework. As a consequence of using SSM, we gain the benefit of individually
validated components that can be adapted and integrated to create new supply-chain
designs.


Our simulation designs vary from the SSM defined in Strader et al. (1998), as
depicted at the top of figure 5. For example, our designs specify 6- and 7-tier
networks, as figures 3 and 4 show, in contrast to the 5-tier model defined in Strader
et al. (1998). Other variations include different kinds of components (e.g. multiple
manufacturing nodes, a newly defined broker node), the simultaneous use of multiple
policies (MTO, BTF), as well all of the simulation parameters (see the section
entitled ‘‘Fixed simulation parameters’’).


4.7 Benchmarking the models


Law and Kelton suggest six techniques for increasing the validity and credibility of a
simulation model (Law and Kelton 2000). These include (1) conversations with
subject-matter experts; (2) observations of this system; (3) comparison with existing
theory; (4) comparison with similar simulation studies; (5) experience and intuition
of the modelers; and (6) animation. We have applied all of these techniques to our
simulations. Techniques 3 and 4 are perhaps the most important because of the
precision and strength of their argumentation.


The introductory and concluding sections draw comparison with existing theory.
We compared our simulations with prior studies, including analytic studies (Anand
and Mendelson 1998), our own prior simulations (Robinson and Elofson 2000,
2001), and results reported in Strader et al. (1998, 1999). Our simulated inventory
costs are consistent with Anand and Mendelson’s analytically derived costs (Anand
and Mendelson 1998), and our manufacturing policies are consistent with Strader
et al. (1998, 1999): that is, we use the same policies but do not simulate the same
events.


5. Experiments


Here, we report the results of 63 simulations. To provide an understanding of how
these simulations were generated, table 1 is presented. It can be used to compare the
results relating the C3 system, information sharing, and lead time.


Table 1. An empty result form for six simulations with a lead
time of 12 hours.


Lead time ¼ 12 hours C3 system Non-C3 system


No sharing
Some sharing
Most sharing
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Table 1 illustrates an empty experiment report table for comparing the C3 system
and the non-C3 system for three levels of information sharing, with a lead time of
12 hours. (The dependent variable values are not shown.) This table illustrates just
one of a number of experiments run. We report on 63 simulation runs (2 C3 system �
3 sharing � 9 lead times).


Figure 6 shows the results of the experiments. Lead times are plotted along the
x-axis, and the total supply-chain inventory costs are plotted along the y-axis. Each
plotted point represents an experiment drawn from the combinations of C3
system � Sharing � Lead times. The lowest three lines plot three sharing levels over
the nine lead times for a supply chain using the C3 system, while the upper three lines
show the same for a non-C3 system supply chain.


Figure 6 indicates that use of a C3 system reduces inventories substantially, and
sharing reduces inventories, especially when the C3 system is unavailable. Lead times
have little effect on inventories, except where lead time is 0 þ [0.0, 2.0].


A two-tailed paired t-test comparison between the C3 system and non-C3 system
for no sharing, some sharing, and most sharing indicates p values of 7.026 � 10


�7
,


1.70 � 10
�8
, and 1.97 � 10


�8
, thus supporting the hypotheses that the C3 system


makes a difference in the three levels of sharing across the lead times.


6. Discussion


Earlier, we posed three hypotheses to test. Here, we discuss how the simulation
results illuminate the hypotheses.
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Figure 6. Inventory costs for the combinations of C3 system, information sharing,
and lead times.
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Table 2 summarizes the hypotheses analysis, which are computed from the
simulation results summarized in the appendix. Each hypothesis is confirmed.


6.1 H1: using C3 system will decrease inventory holding costs


Hypothesis H1 states that:


H1: a supplier using a C3 system will have decreased inventory holding costs
compared to a supplier with no C3 system.


Table 3 reveals that the downstream C3 system-assisted node in the supply chain
(C3 system M2) had lower inventory holding costs over the corresponding unassisted
node (No C3 system M2). Over the full range of lead times, savings were incurred in
keeping with assertion 3: a C3 system batching capability will likely lower inventory
holding costs, and assertion 4: a C3 system’s increased information precision will likely
lower inventory holding costs. Thus, the addition of a C3 system to the downstream
node in our supply chain resulted in savings for that node.


Based on the work of Anand and Mendelson (1998), Kulp (2002) and Moinzadeh
(2002), this is because the C3 system-assisted node has greater information precision
in its orders as well as batched orders. Table 3 shows the comparison of the two
approaches.


Here, we note that the average inventory savings across all lead times (with no
sharing) for M2 was $239,462. The percent savings over these averages was 79.1%.
For the entire supply chain, we averaged the total inventory costs for both nodes M1
and M2, comparing the non-C3 supply chain with the C3 supply chain. Here, the
overall supply chain derived savings of $602,046 using a C3 system, for an 89.3%
savings. Moreover, these results indicate that the supply chain, on the whole,
experienced savings in keeping with that reported in earlier work.


Table 2. Summary of the hypotheses and simulation results.


Hypothesis Simulation results


H1: a supplier using C3 system
will have decreased inventory-holding
costs compared to a supplier
with no C3 system


Confirmed: average savings of 89.3%


H2: a set of two, autonomous suppliers
in a supply chain, both sharing demand
information from a C3 system,
will have decreased inventory-holding
costs when compared to a supply chain
with only the downstream supplier
using a C3 system


Confirmed: average savings of 56.7%


H3: a set of two, centrally controlled,
suppliers in a supply chain,
both sharing demand information
from a C3 system, will have decreased
inventory-holding costs when compared
to a supply chain using decentralized control


Confirmed: average savings of 15.3%
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6.2 H2: sharing C3 system data will decrease inventory holding costs


Hypothesis H2 states that:


H2: a set of two, autonomous suppliers in a supply chain, both sharing demand
information from a C3 system, will have decreased inventory holding costs when
compared to a supply chain with only the downstream supplier using a C3 system.


Figure 6 illustrates that a supply chain with a C3 system and sharing demand
information (second from bottom line in figure 6) does reduce overall inventory
holding costs when compared to supply chain with just C3 and no demand sharing
(third from bottom line in figure 6). For the full set of lead times, savings were
incurred in keeping with assertion 1: as information sharing increases across a supply
chain, inventory savings increase, as well as assertions 3 and 4.


Considering the research of Chen (1998), Cachon and Fisher (2000), Lee et al.
(2000) and Moinzadeh (2002), we expected savings up to 34.9% even without sharing
C3 system information. In our simulation, providing upstream suppliers with C3
system data results in the demand information’s precision being improved and not
surprisingly, the savings improving as well.


Table 4 summarizes the findings for this simulation. The supply chain using the
C3 system with some shared information had an average inventory cost reduction of
$41,033. The percent savings of the C3 system version over the non-C3 system was
56.7%. Also, when we consider the inventory savings of the downstream node when
sharing versus not-sharing, we see that it is in the M2 node’s interest to share demand
information with its M1 supplier (saving $35,860 over non-sharing supplier).


6.3 H3: sharing C3 system data and inventory data will decrease inventory holding
costs more than sharing C3 system data alone


Hypothesis H3 states that:


H3: a set of two, centrally controlled, suppliers in a supply chain, both sharing
demand information from a C3 system, will have decreased inventory holding
costs when compared to a supply chain using decentralized control.


Table 4. C3 system emphasizing some information sharing.


C3 system


sharing M1 M2 Total


none $9,002 $63,312 $72,314
some $3,828 $27,453 $31,281
most $3,767 $22,736 $26,502
Difference
none-some $5,174 $35,860 $41,033
some-most $61 $4,717 $4,778
none-most $5,235 $40,577 $45,812
Percentage
none-some 57.5% 56.6% 56.7%
some-most 1.6% 17.2% 15.3%
none-most 58.2% 64.1% 63.4%
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Figure 6 illustrates that a supply chain with a C3 system and full sharing – demand


information and inventory information – (bottom line in figure 6) does reduce


overall inventory holding costs when compared to supply chain with C3 and demand


sharing (second from bottom line in figure 6). For the full set of lead times, savings


were incurred in keeping with assertion 2: centralized control shows greater overall


supply-chain performance than decentralized control, and the performance differences


will increase as delivery windows decrease.
However, while the results of the simulation find in favour of the hypothesis, we


did not observe greater performance differences as the delivery window decreased.


This may be because our simulation did not allow for the possibility of failing to fill


an order because of delivery times being less than final stage MTO process (often a


prelude to switching to a build-to-stock policy (Watson and Polito)).
Table 5 summarizes the findings for this simulation. The supply chain using the


C3 system with only some shared information had an average inventory cost of


$41,033, while the supply chain sharing full information had an average inventory


cost of $45,812. The percent savings of the full information sharing version over the


C3 system with some information sharing was 15.3%. These results suggest that


centralized control, when exercising the prerogative of sharing full information,


benefits more from doing so than not.


7. Conclusions


The limitations of this study are consistent with and characteristic of those found in


simulation studies in general: the researchers’ theoretical assumptions as well as the


initializing values of the independent variables influence the outcomes of the


experiments. To obviate this as much as possible, the simulations were benchmarked


against existing analytical models and used previously validated simulation models.


Notwithstanding these efforts, as with any abstraction, there is an omission of detail


that would be encountered in an in situ empirical study.


Table 5. C3 system emphasizing most information sharing.


C3 system


sharing M1 M2 Total


none $9,002 $63,312 $72,314
some $3,828 $27,453 $31,281
most $3,767 $22,736 $26,502
Difference
none-some $5,174 $35,860 $41,033
some-most $61 $4,717 $4,778
none-most $5,235 $40,577 $45,812
Percentage
none-some 57.5% 56.6% 56.7%
some-most 1.6% 17.2% 15.3%
none-most 58.2% 64.1% 63.4%
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Overall, the simulations supported hypotheses 1, 2, and 3. The assertions


regarding information precision, batch orders, information sharing, and centralized


control offer, we believe, plausible rationales for these outcomes, especially given the


body of research that formed the foundation of these assertions. Further, these


outcomes are consistent with the theoretical predictions posited by Berger et al.


(2005).
Thus, a manufacturer employing a C3 system might reasonably expect to find


inventory savings with its use. That same manufacturer might, with conditions


permitting, also find even greater savings if it shares the C3 system data with its


upstream supplier, and more so if it shares its inventory information with its


upstream supplier. With this information, managers may be able to make sourcing


decisions that best capitalize on their alternative, choosing those partners that are,


ceteris parabis, most suitable for sharing customer order and inventory information


(given conditions such as regulations, etc., as mentioned earlier (Lee and Whang


2000)).
The implications here are that, while the initial costs of a C3 system may be


greater than traditional market research, the downstream savings may offset these


costs. Further, desirable side effects might include: (1) increased customer switching


costs, because of the knowledge and time the customers devote to the development of


their product; and (2) improved production planning because of early customer


commitment to purchase.
Beyond our hypotheses, it should be noted that the C3 system-facilitated supply


chains in our study always showed inventory savings over their non-C3 system


comparables. Also, the data suggests that sharing demand information had a


generally greater positive affect on inventory savings than sharing inventory


information, although both were positive even when taken together.
A C3 system approach is not suitable for all products. A greater understanding of


the parameters that govern the choice of using C3 should provide a rich opportunity


for research. The many perspectives that may illuminate these questions range from


relationship marketing, to human factors, to studies of trust, to group systems, as


well as additional production questions. For example, are there design processes that


have intermediate results which would allow for postponement strategies to be better


employed? Also, can an automated interaction be created that gives customers


feedback on the costs of their design while they are being investigated, creating cost


scenarios with a what-if analysis as they work? Future research might also consider


the costs of introducing and maintaining a C3 system. Then, a comparison of the C3


system costs against the savings obtained by the C3 system would further specify the


circumstances under which a C3 system will be advantageous.
In conclusion, we have presented an IT system that uses customer knowledge and


information to collaboratively create product designs, and discussed how this


knowledge is managed forward in the production planning process. We have tested


how the implementation of this IT system affects inventory saving via information


sharing, large production runs, and more to help manufacturers think about supplier


selection and partnership formation in supply chains. Finally, we illustrated how this


knowledge sharing can be useful to the firm.
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