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Data Backup

Backing up the data—how, when, and how often—is one of the first consider-
ations that come into play in a disaster recovery plan. Many decisions need
to be taken into account when you are looking at a backup strategy, more
than can be covered here. However, we can look at the main points to take into
consideration.

It is important when doing your disaster recovery testing that you test with

. | '. a normal backup. Don’t schedule a special backup just for the purpose of using
| d e n h fy DO tG StO rG g e £ it for DR drills because you believe that you can restore from it. It is important

. to use ordinary backups for testing.
and Recovery Sites

Chapter

How to Back Up Your Data ﬂ

. . - ¢ There are many ways to back up data. You can opt to invest in enough storage to
C hap ter Ob f ectives 3 ! §  maintain a backup online, on a hard disk. You can look at burning data to a DVD
. . rcises - b or CD, depending on the amount of data to be backed up and the recovery
After reading this Chapterfalﬁix;:;?btmg the exe , i i method th'cll)t you fnd up choosing (although that choice is olf)Ten made based on
you will be able to do the fo ! ) be 3 i the type of backup rather than vice versa). Or you can follow the time-honored
m Determine the best way or ways to back up your data so that it can b f  tradition of backing up to tape. Let’s look at these different options in the light
recovered later. - b of recovery and recovery ability.
Evaluate your offsite storage options. F If you back up to disk, and th@ restoration is to the same server f.rom wh1_ch
i tion as well as hardware and software as an e the backt}p was tgken, recovery is simple, elegant, gnd quick. Dlsk-to-dlsk
Acknowledge informal recovery is the quickest method because your access times do not include the
time that it takes to transfer data from another medium. Looked at through the
: £ lens of disaster recovery, however, if you store your backups at the same loca-
Examine recovery site types. - . tion as the data that was backed up, and a disaster makes this site inaccessible,
Develop recovery site selection criteria. | i then your backups are inaccessible as well. Further, i.f there is a hardware failure
3 | Or a catastrophe that destroys the hardware on which the backups are stored,
then there is no way to recover.
. If you back up to tape, you have a backup methodology that has been
- 3 t Proven over time. The restore time is longer than for disk-stored recove
Introduction v p because the tape drive needs to access the media; and you have to unspin tlz
- tape to retrieve the data from it. Restoring an entire tape, as would likely be the
| case in a disaster situation, is less labor and time intensive than recovering a
b single deleted file. This calls into play the definition of disaster that you are
_ using in each case. If the loss of a partial file system constitutes a disaster, but
choice for your situation. | 10t a disaster that requires restoration in an alternative location, then there are
2  different concepts to take into account.
] Please note that the types of backup methods as well as how they are
 deployed are covered later in this chapter.

asset.
Determine recovery site options.

Outline a recovery solution. :

nce you have determined what you need to restore, you need to h?i\;eu 1aaI;
Oidea of where you will be able to restore it. Depgm.img on your p:;ran o
hardware configuration, this decision may b? more d1fflcu1'f or eas;eih ! Wizest
anticipate. This chapter will help to determine the alternatives an
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Another consideration to understand with the use of fape backups is tied,
fo argreat extent, o the location where the backups are taken and stored.

A company in Texas found itself unable to guarantee that it could:
restore from tape backup because the company that it contracted with to
fransport its tapes from’its dafacenter Yo'the secure offsite location where
the backups were stored hired new people and found that one of their
carriers, rather than ‘delivering tapes to the. secure, climate-controlled
Tocation; was carrying the fapes in-the trink of his car in‘July and August.

A company in New Orleans chose to back up to tape and to store
the tapes offsite with @ company that chose to store the media in the
basement. Drying the tapes out after that company experienced a
flood caused by a broken water pipe was a time-intensive job, and
one that no one was sure was not gaing to destroy the tape’s ability to
be read and restored from.

Another option is to make backups to CD or DVD. This media has faster
seek times than tape, historically is less volatile and prone to degradation than
tape, and is more portable than a SAN or a drive array. The disadvantage,
however, is the amount of data that can be stored to the media. The DVDs we are
referring to have much higher capacity than those that you write to from your
home computer (9.4 GB compared to the 4.7 GB that you likely find with DVDs
created for home use), but when backing up terabytes, petabytes, or exebytes of
data on large systems it will still take a considerable number of DVDs (but then,
it would take a large amount of anything to hold that much data).

DVDs are good for backing up the data for home offices or small busi-
nesses. It is important, however, to note that they are not nearly large enough to
back up large amounts of data. Tape backups are still the most common method
of backing up large amounts of data. Network-attached storage is also a method
that is growing in popularity. Although network-attached storage doesn’t neces-
sarily meet the needs of an offsite recovery effort, it is still the backup method
of choice for many large organizations.

Backups that are taken to disaster recovery testing should be the same
backups that are done for the purpose of production recovery, not special
backups taken for the purpose of recovery testing.

When to Back Up Your Data

When you schedule your backups (either manually or automatically) is a matter
of complying with company requirements and with what you are doing and how.
If you need to shut down all the systems on your server in order to take an
adequate backup, then scheduling the backups for a Tuesday afternoon would

L probably not be a good idea. However, if you can leave all systems up, active, and
¥ available while you are taking your backups, this may be a viable time to perform
 the backups. It would be advisable, however, to schedule them when the system
- is less active and has fewer processes running and fewer users accessing the data.

Although it is always a best practice to perform backups when servers are

b least active (typically after hours), in a truly global organization there is often
- not enough slow time for the server to allow for this. Research on server load
¢ for most servers in the organization is advised so that backups can take place
i during the lowest average load.

Keeping all this in mind, it is also important to remember that there are some

! systems that either cannot be backed up when the files are open and being accessed
} by the applications or that must have special processing in order to have the backups
& be consistent and in a manner that allows for a successful restoration of the system.

The most obvious example of this is when working with databases. Many

- database management systems are structured in such a way that the database

has to be shut down in order for backup and subsequent recovery to be success-
ful. Either the database has to be shut down or special settings have to be set in
the database to allow for accurate backups. If these procedures are not followed,
the database likely will not recover to a point where it can be opened.

Various techniques can be used to back up data that is in use, or to mini-
mize the downtime to seconds or minutes to facilitate the backup, including
snapshots or third-party utilities.

How Often to Back Up Your Data

How often you end up taking your backups ends up being a combination of
math and company policy. Many companies have a records retention policy that
dictates how long you must retain records and be able to recreate those records.
Many governmental regulations come into play with these policies. To take into
account all factors when making these determinations, you should consider the
following parameters:

®  The recovery point objective (RPO) is the point in time to which sys-
tems-and data must be recovered after an outage as determined by the
business unit. Your backup methodology must take into account the
need to lose no more than an hour’s worth of data, or exactly no data
loss in case of disaster or the ability of the organization to recreate a
week’s worth of data after the systems are fully functional.

m  The recovery time objective (RTO) is the period of time within which
your systems, applications, or functions must be recovered (either
because of contractual obligations or because of organizational require-
ments to withstand the loss of productivity) after an outage (e.g., one
business day, 72 hours, or 2 hours). RTOs are often used in combination
with service level agreements (SLAs) as the basis for the development of
recovery strategies, and as a means of determining whether to implement
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the recovery strategies during a disaster situation. This parameter ties in
closely with SLAs and with the expectations of the organization. If you
must have your business fully functional within 72 hours, then you can’t
rely on a backup methodology that takes 60 hours to restore because that
leaves you only 12 hours to get both personnel and media to the recovery
location and for troubleshooting and problem resolution.

B The maximum allowable downtime is the absolute maximum time that
the system can be unavailable without ramifications to the organiza-
tion, either directly or indirectly.

Where to Store Backups

This is one of the most important decisions surrounding backups that you will
make. Considerations need to include the accessibility to the backups when
needed; the time it takes to retrieve the backups; and the climate, geography,
and topography of both the primary business and backup storage locations
(whether or not these are the same location).

On Site Storing your backups on site makes for easy access to the organiza-
tion. This has advantages and disadvantages. Having the backups handy means
that you can restore a single file whenever someone needs it to be restored.
It means that, in the case of failure, you don’t have to factor in the retrieval time
for the media from an alternative storage location. You can simply retrieve the
files whenever necessary.

However, there are two disadvantages to this scenario. First, storing the
media on site means that you have added security precautions to take into consid-
eration, as you need to store the backups in a location that is inaccessible to most
people in the organization. Retrieval of the media for any.reason other than to
rotate or destroy the backups at the end of the retention time needs to go through
the process of getting permission from the disaster recovery team captain or
whoever is responsible in your organization fpr such a sign-off. In this way, you
can ensure that no one retrieves the backups for nefarious purposes. Second,
storing the media on site means that whatever di%aster may befall the organization
is likely to befall the backups as well. Althoéugh this may not be true for a Denial
of Service (DoS) attack, virus, malicious data tampering, or hardware failure (by
far the most common “disasters” that you will have to deal with), in the event of a
fire, flood, or other physically disruptive disaster you will likely be no more able
to access the backups than.you are to access the primary system.

Often, organizations use climate-controlled fireproof, waterproof, and
even tornado-proof safes or shelter structures to store tapes on site. This lessens
the risk of the tapes being damaged in a disaster and still allows for rapid access
by the organization when necessary. It also allows the organization to guarantee
the chain of custody and minimize the points of access to the data that is con-
tained on those tapes. This can be of particular interest for legally sensitive data.

Offsite Offsite storage, on the other hand, is more expensive because you
have to pay rental and service fees for the offsite location, as well as any serv-
ices associated with that storage. There are many levels of offsite storage to con-
sider. Depending on the size, budget, and complexity of your organization, one
of these solutions should be optimal for you.

Owned offsite storage, depending on the complexity of the organization
and its requirements, could be as little as storing the backups at the hoime of a
responsible individual or at a rented storage locker. Each option brings with it
advantages as well as disadvantages. Storing the backups for an organization at
the home of a responsible employee has the advantage of very limited cost, but
it also means that this person has to be available should a disaster occur, and
also that the backups are stored in such a way that a disaster at that individual’s
house cannot destroy the organization’s tapes.

If the organization has more than one physical site, even separate physical
sites within the same town, the tapes can be stored in a vault at the secondary
site. In some cases a site may have another building at the same complex, one
that is an acceptable distance from the primary site or main server building,
that could serve as an alternate site. The organization needs to determine the
acceptable distance between server locations and the offsite location. It is
important to note that this can also be tied to the RTOs and the SLAs previously
mentioned.

Depending on the criticality of the data and the need for assurance of
both safety and accessibility, greater distance may be required (1 mile, 5 miles,
500 yards, half a state away). Only the organization can make that kind of deci-
sion, and-then only after careful consideration. These decisions need to be
made on a case-by-case basis.

Depending ‘on the organization’s location or the resources -available
fo it,. it ispossible that there may be opportunities to“own the offsite
_storage locdtion ‘for the. backups. In marty locatiohis there are old,
abandoned mines that are sufficiently climate<ontrolled. Thess -
.include limestone, codl, iron ore, and salt mines. ;
Undérground storage initially’became attractive as secure storage.
of documents and pedple during the Cold War when people were
fnore interested-in the end results of nuclear attack. The fear. of bombs.
has_lessened, but the massive underground structutes live on. The
have since beeh transforined into locations for tape and other records
storage. w0 .




These facilities, 200 or more feet underground, are highly secure
and access is edsily.controlled, with only..one way in and ‘one way
out, and they are vittually immune.from_nearly any natural disaster -
{fire, flood, xhq,_rrig:c:r_ge,{__Qr_(g,:.,i_\/il.'<:|'ls;or;der). This r_poke_s them very oﬂrgc—
tive.as, storage locations (either owned or controcted),;qncjpr_gqnlzg-
tiops choosing these locations can: rest assured that their bac_ku{ps,vylll
be safe-from nearly any eventuality. = e e

Contracted ]

One thing to remain aware of with the hiring of an offsite vendor is
that the vendor must be able to assure you that it will be around when
the fime comes for you to declare an emergency, and that it can
deliver what is promised in the timely fashion that you need it.

Don't just rely on vendors telling you that they can. See if you
can get references from other people who have used them in the past.
See if there is proof, one way or another, of their ability to deliver.
And above all, get it in writing that is legally binding.

The contracted organization needs to be in the business of data
archival and refrieval or the contract will likely not work in the end.
SLAs need to be established with the vendor to ensure the organiza-
fion's RTOs can be met successfully and in a timely manner.

N
Information as an Asset

This is all well and good, when you are looking at hardware as an asset, but it is
important to remember that people and information are also assets of a com-
pany, and that companies often overlook these critical assets in DR planning.
They consider, at great length, what it means to have duplicates of their data,
but it is not always the hardware that fails.

Often it is software that fails, and software failures often go undetected for
extended periods of time. Where hardware failure is very apparent and gets
noticed by virtually the entire company, bugs in software can cause insidious
corruption that may go unnoticed for days, weeks, or even longer.

‘inevitable -Happens, an
_causes.a calamity to-the business.. -

" are.put.in
- conditi

@,( Information as an Asset 143

: Soffwa;‘eroﬁéh is not designed by an external company (such as IBM;,
Oracle; ‘or Microsoft] but is desighed and implemented internally, -
‘Sometimes;- although-precautions are taken-and festing is done, the-

and a set of circumstances come togéther that:

«+ For exarmple, ‘a very large: o_rgéhjzgﬁlon had o OmegrownIour
;gﬁ:_hdSing?_,_grggi" -accounting -system,, This, system processed purchase
“orders, receipts,.and invoices. daily-, The, system,. with few, '‘changes,

had been in place for over & decdde. Receipts were processed, every
night, via files handed-off from each division to headguarters. These

" files weént through several COBOL programs before they.wetre added

to the database and before the  costs for the receipts. of purchases.

were aftfibptéa to theﬁifférént«plahts.;- _— _—
» One of the plants was, in'Northern Minnesota, and.due to connec-

' tivity issues several days passed during “which no files were handed

off. When they finally were, an:extremely large file was in.the batch to
be. processéd. Mainframe processing often bases the size of output
files on the average file size.for a'given period of time. When thé allo-

.cated file size grows larger than the allocated file, the program run-

ning abends [abnormally ‘ends), and the operators restart processing

affer adding additional space:io the output file..Ordinarily processes

t.into_place to ‘account for, the réstarting of programs and, the
on would be handled efficiently. . . ‘ ‘

5 - % p

his time, however, the file was big.enough that thg pf:bg;_,crm had

ir

to be restarted several times, and thére were .no precautions in the

By

=5,

‘programto.skip the alreddy processed receipts and move ahead to

The run started, ran, for several thousand receipts, .and stopped.

- Operations added space to the file and restarfed the program. The .
first.several thousand receipts processed again and then several more

thousdnd receipts processed before, the program broke again.. Oper-
ations added. more space.and restarted the program, The first several
thousand receipts processed a third time, the second several thousand
processed for a second time, and the batch finally ran to completion.
A sequence.number that wds generated, whenever the program .

~ran is the only thing that made these receipts unique.

No- one, noticed that the database and resulting files were incor-
rect for over a week, because the accounting departments at the

4
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;plonts were uﬁdérsfond.aBly concerned when their cnﬁcjpoféa‘ and

realized costs were radically different... 5

Recovery in this-case couldn’t be to restore the system and .
reprocess—Iiod mueh time had passed and 'too muchprocessing: had
been involved. New programs-had to'be writterizto-determing -how fo -
back out the duplicate-and triplicate receipts-and not affect. any:other
‘part of the system. =« . . - . ¥ % k% O

Not: only was this ‘a lesson in récévery. and the'differences ‘in"
recovery, but the' differences -in ‘the types of disaster from which you-
have to recover (i this case,*intetnally- programrited software failure)
and the ways in which'you cari'recsver. Fuithér, it wasa'léssén’in the -
fact that, no matter the 'size of the company and the amount of effort
put into disaster recovery ‘and the effectiveness of backups; there is
always something that you can learn about your system. o

x -

It is important to remember that part of the information that many organiza-
tions forget to bring to the disaster recovery site is the information that will be
necessary for restoring systems and data. It is easy to remember that you need the
backups of the data, but you may need information on the licenses that you have
purchased for software or software-hardware combinations. This is particularly
true for systems like IBM mainframes, where the license is tied almost directly to
the hardware and alteration of where the operating system or other software is
installed will mean that the software cannot be used. These vendors fully under-
stand the need for disaster recovery and disaster recovery testing and will work
with you to provide témporary licenses for new hardware configurations, but
having your existing license key available at the DR site will mean that you can
more effectively and efficiently work with your vendors to expedite the process.
Time is critical in a disaster situation, and the time that you save could mean the
difference between meeting and missing SLAS, and the cost can be extensive.

Metadata is just as important as licensing information. The company
must determine what data is important and how important each different piece
of information is. Wasting time early in the recovery process recovering infor-
mation that isn’t as critical as other information is a less than effective use of
resources. Apply your efforts where they are going to make the most differ-
ence, especially early in the recovery process (whether it is a real disaster or a
drill). Part of the planning process should include attention to which informa-
tion has to be available and in what order to have the data ready for the users.

Critical data is data that has to be retained and recovered for legal reasons
and for the restoration of minimum work levels. Within this definition of data, it
is important to note that the critical data necessary to restore minimum work
levels is the data that should be concentrated upon. You have to be able to access
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the data that needs to be retained for legal reasons, but that data does not neces-
sarily have to be among the first recovered. The definition of minimum work
!evels is situation specific, but among this information would likely be account-
ing information and access to purchasing, receiving, invoice processing, and
payment processing functionality.

Vital data is information that has to be retained and recovered to maintain
normal business activities. This information and data represents a substantial
investment by the company in titne and effort, and the recreation of the data may be
difficult or impossible. This data may or may not be necessary in a disaster recov-
ery situation. This is determined situation by situation (the data in question, the
crificality of the restoration, and the duration of the disaster all play a part).

Sensitive data is the data or documentation that is necessary for normal
daily operations of the organization but for which there are alternative sources
of the same data or data that can be easily reconstructed from other data that is
readily available (critical or vital data may be sources for this data).

Noncritical data is data that can easily be reconstructed at minimal cost or
that h.as its source in critical, vital, or sensitive data but that has less stringent
security requirements.

Recovery Site Alternatives

Every organization is faced with many alternatives, not only from a backup and
recovery storage perspective, but also when dealing with the determination of
recovery site alternatives.

Function

Digaster recovery sites function as a scaled back office for your key functions
so that your company can continue its business until either its primary site can
be restored to operational functionality or until your comparny can come up with
a viable alternative for long-term functionality. A disaster recovery site is a
stopgap location so that you can keep from having to close the business while
the long-term solution can be accomplished.

That means that when you are looking at the different options and the differ-
ent locations, you need to keep your business and its functions and needs in mind.
Make sure that what you are looking at will meet the needs of the company for at
least a couple of months. If you are back up and running as usual in a shorter time,
that is wonderful, but you should look at everything with realistic expectations.

Hot Backup Sites A hot backup site is a location, other than your typical
business site, where a duplicate of your data is stored, ready for access in a
moment’s notice. Real-time data transfer occurs between the primary and the
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hot backup site, which means that the site has to be contracted continuously or
that the company has to own both the primary and the hot backup site.

The advantage of a hot backup site is that the company can guarantee that
there will be at most a certain period of data loss (for example five minutes) that
can account for the lag between the two sites. This can be a core competency or
a selling point for an organization to its clients.

The disadvantage, of course, is cost. Not only do you have the cost of
either contracting or acquiring the backup location, but also the cost of the net-
work traffic that is required to keep the two environments continuously in sync.

Warm Backup Sites A warm backup site is a facility that is already
stocked with all the hardware that it takes to create a reasonable facsimile of
what you have in your primary data center.

In order to restore the organization’s service, the latest backups from your
offsite storage facility must be retrieved and then delivered to the backup site.
Once this is accomplished a bare metal restoration of the underlying operating
system and network must be completed before recovery work can be done.

The advantage to the warm backup site is that it can be gotten to and a
restoration accomplished in a reasonable amount of time. The disadvantage is that
there is still a continued cost associated with the warm backup site because you
have to make sure that you maintain a contract with the facility to keep hardware
up-to-date with that which is found in the organization’s data center. This is the
only way to ensure that the backups can be read when the time comes and the only
way to be sure that the restorations can be accomplished successfully.

The warm backup site is the compromise between the hot backup site and
the cold backup site.

Cold Backup Sites A cold backup site is a building space that can be leased
or located (if you are very lucky) when a disaster occurs. Everything that will be
required to restore your organization to productivity will have to be procured
and delivered to this site when the disaster has been declared. Only after the
physical resources have been acquired can the procéss of actual recovery begin.

The advantage of a cold backup site is that the cqst is minimal. Even if the
organization chooses to contract the floor space long term, the cost is far less
than that associated with the others. '

The disadvantage of a cold backup site is that the organization can find itself
unable to recover operations for an extended period of time, particularly if the
organization relies on resources that are difficult to obtain or that require extended
lead times to be configured. If an organization chooses to rely on a cold backup
site, and it is not reliant on commodity hardware, that organization may fail to
recover in a timely enough fashion to remain a profitable business and may fail.

Reciprocal Agreements Reciprocal agreements are often a viable and
useful alternative to a warm recovery site, but you have to make sure that the
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company you are working for and the company that you are anticipating entering
into such an agreement with are not only aware of the advantages and disadvan-
tages of such an agreement, but that the company that you work for is a good fit
for the agreement long term. A company that is not a good fit long term may still
use a reciprocal agreement as a short-term solution to the disaster recovery sce-
nario, but all parties have to acknowledge that the solution is, indeed, short term.
A reciprocal agreement is the agreement of two (or more, but this is less
frequent) companies to join together and act as partners in disaster recovery.
One kind of business that can make use of this kind of agreement particularly
well is the home office or startup business. These businesses often have shoe-
string budgets and can little afford to be without access to their information for
extended periods of time, and can afford even less the outlay of money for the
purpose of making sure that there is a place where they can recover their infor-
mation should a disaster or unplanned event prevent them from using their own
resources. Two or more of these companies can enter into a simple agreement so
that they can share the cost of resources over the duration of the agreement.

N For example, Larry is a freelance author. He is working nearly full time at
writing while also holding down another full-time job to pay the bills and provide
insurance and support to his family until he feels able to get into writing as a single
ﬁ'ﬂl-time profession. Adam s a tax accountant who is just starting to venture out on
his own. He, too, is working at another Jjob until he can build his client list to such
a degree that he can see his way clear to make his own business his only profession.
Amandya runs a home crafting business making custom scrapbooks for cus-
tomers’ weddings, their children, or other significant life events. This is her only
official job. Finally, Joy has an established, though limited, enterprise that provides
housekeeping services to a given set of clients. All these people have their own set
of information that is relevant to their particular businesses and their own needs
from a hardware and software perspective. However, many of the needs overlap or
are gxceeded by the needs of another (one application has greater hardware
requirements that others may be able to take advantage of even if the need is not
present) and can therefore be easily met. Some, such as the tax accountant, have
specialized software requirements that the others don’t have. These four organiza-
tions can enter into a reciprocal agreement that can include the cooperative effort
to purchase a backup system that is stored in a central location (another person’s
home, or in a storage locker somewhere) that can be used by one or more of the
organizations (at one of the four offices in question, or at another agreed upon
!ocation) for the purpose of disaster recovery. For this to work well, the parties
involved cannot reside in very close proximity to each other (for example, the same
street or the same housing area, and likely not even the same town) so that there is
a good chance of recoverability should a hurricane affect Amandya’s location or a
forest fire affect Larry’s access to his home office.

Such an agreement is typically made up of two parts, agreed upon by all
parties. The first is a letter of understanding that lays out, ahead of time, any
costs associated with the agreement and a general agreement of what responses
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each company expects to offer and receive during an outage. This letter of
understanding should also provide information on proposed recovery sites for
each party in the event of a disaster. For example, should Joy need to recover on
the backup system, she would have a certain amount of time to either inform or
request from any other party (Larry, Adam, or Amandya) that she is in need of
temporary recovery facilities, and office space could be made available to her at
one of the alternative locations. The second part of the agreement is a com-
pleted configuration questionnaire that covers current and anticipated hardware
and software requirements, and an anticipated schedule for updating the soft-
ware and hardware and making the associated changes to ensure that all parties’
needs will be met and that all parties will be able to use the systems in question
in the event of a disaster.

At some point, the parties involved may find this to not be an adequate
solution or they may find that their needs and the needs of the others begin to
diverge to an extent that the agreement is no longer anticipated to be benefi-
cial. In this case, it is important that the agreement be equitably dissolved and
the parties that choose not.to remain in the agreement find other recovery
solutions.

Another interesting situation where reciprocal agreements are profitable is
when key personnel in the organization have their own resources at home from
which they can perform many of their ordinary work duties temporarily. The use
of these resources as auxiliary disaster recovery resources can be contracted as
a reciprocal agreement with the reimbursement for the personal computer and
supplies needed to be part of the disaster team. The benefit to the employee
would be financial; the benefit to the company would be the readily available
resources should they prove to be in short supply at some point.

Two Data Centers This alternative can be seen as a logical extension of either
hot or warm backup solutions; however, it can be definéd differently when the
organization in question isn’t sufficiently large to contract either for a hot or warm
backup site or to own a hot backup site in another lpcation. If this is the case some
organizations, typically smaller ones, can equip a limited second data center.

For smaller organizations second data centers tan mean (if the company is
small enough) a-couple of laptops equipped with sufficient hardware resources
and the proper software necessary to conduct business. It can mean a duplicate
set of hardware (if a couple of laptops are not sufficient for the amount of
resources or if laptops are not robust enough to provide sufficient power for the
organization’s need) $et up with software stored in an offsite location, such as a
storage locker or a rented space in a warehouse. N

This solution is limited in cost, but can be sufficient. If space is required
temporarily to recover the business, office space is easily contracted on a limited
time basis either from official locations or, in a pinch, from a hotel in a safer
location.
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Consortium Arrangement If we consider a consortium to be a group of
organizations that have formed some kind of association or formal combination
with the purpose of engaging in a mutually beneficial venture, then we can
extend that to a disaster recovery consortium arrangement and see that the ven-
ture would be to provide disaster recovery facilities to the other members of the
consortium. This'isn’t totally unlike a reciprocal agreement, but as the group is
often formally joined together; the venture ends up being more formalized and
longer lasting than the reciprocal agreement.

Since it is unlikely that any of the members of the consortium are in the
group for the sole purpose of providing the other members with backup facili-
ties, it is more likely that each member would provide a given amount of space
on existing hardware to other members for the purpose of all or part of their
temporary recovery efforts.

Because few organizations, especially in today’s business environment, can
afford to dedicate significant chunks of their resources to remaining available for
use in a disaster situation for one of the other members of the consortium, this
type of agreement is not typically used.

Vendor-Supplied Equipment Agreements are often made with vendors
to be able to provide emergency equipment to organizations in the event of a
declared disaster. Space and the utilities to make a functional representation
of the organization are often easier to come by in alternative locations,
and often are contracted for extended periods of time, but the hardware on
which the systems run is contracted only to be made available in the event of
a disaster.

This is much easier to do if you are requiring the use of commodity type
equipment rather than custom equipment. For example, PCs, even several dozen
or several hundred, are far easier to come by than two or three PDP-11s. With
the increasing popularity of Linux as a reliable operating system for industry,
this commodity kind of hardware is becoming more prevalent, but the reliance
on mainframes has not diminished and it may be the fact that, depending on the
extent and severity of the disaster, some equipment may not be as readily avail-
able, even to fulfill vender contracts, as it could be.

Caution should be taken when entering into this type of agreement to make
sure that the vendors in question will be able to fulfill a need such as this in a
timely enough fashion for the organization.

Combinations In disaster recovery, as in many areas of business, exactly
what happens and how is not always cut and dried, not always black and white.
In a lot of cases, one solution does not fit every aspect of a company’s disaster
recovery needs. In these cases combinations of solutions are created to custom
fit the needs of the organization.
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Solutions Reference is_a research company ‘that assists companles
with markefing ‘research and with research and development based
on that markefing research. It has determined that, in diffefent situa-
hons it needs to employ different recovery mefhodologles .
. Inthe event of a natural disaster that affécs the locations where it
Ahd§ its primary. computers, the company will take its. dqtly bdckups to
. an offsite recovery location in-a different state so it can recover while
.its primary location is being.brought back online. .
The company has determined, however, that (because it is.in-a
‘hurricane.prone location) it can opf to head off the.effects of a disas-
ter by 'remporarlly relocating the servers for .a period of time-to the
servers in the winter home of. one of the company managers in Cali-
fornia. The ‘manager snmply needs to fly himself (and potentially his
fomnly so-he has that piece of mind) to California, attach his system
via the extended network to the network at-work, and make a copy of
‘the system: The switch over ¢an occur at that time; meamng fhat there *
is liferally ho downtime for thie servers and the. clients"are unawore of
cmy potenhcnl for dxsruphon

Written Agreements

Written agreements for the specific recovery alternatives selected should be
prepared, and should include the following special ¢onsiderations.

Contract Duration The duration of the contract needs to be set and agreed
upon by all parties. Close attention should be paid to when the end dates are
approaching so that renegotiation of the agreement can occur and the parties in
question are not left stranded without an agreement and a disaster pending.

This is one reason why a single owner ¢f the disaster recovery plan and all
associated materials is usually critical to an organization. One person (with a
backup, of course) owning all disaster recovery material means that that person
is responsible for keeping up with agreements, licenses, and contracts and that
the organization can rest assured that it will not be left without an agreement
should it need to rely upon it.

It is particularly convenient if agreements and contracts can be written so that
they all expire at nearly the same time, so that all negotiations can occur around the
same time. This will make remembering easier for the responsible parties.

Termination Conditions All contracts and agreements should have termi-
nation conditions that allow either party to terminate the agreement, although

there are usually financial repercussions for whoever decides to terminate
before the expiration date of the contract.

Conditions for termination include the insolubility of one of the parties or
the occurrence of too many declared disasters without justified cause in too
short a period of time. Although some disasters are unavoidable, such as floods
and tornadoes, others are often preventable in part or completely by taking rea-
sonable precautions.

,One example is the case of Crystal Dogs. The Crystal Dogs company was a
dot-com startup that sold crystal dogs online. It was a home business retailing
crystal dog figurines and Christmas ornaments, an Internet-only business whose
founders ran the Web site and all associated systems. These owners contracted
with another service provider (DR_Cheap.com) to be their backup for a nominal
fee so that, in the event of an emergency, the business could be up and running
again without having to resort to spending a lot of money on a backup site.

Crystal Dogs, however, failed to take the minimal necessary precautions
to secure its network and install firewalls and filters on its systems, and it fell
victim several times within a 6-month period to DoS attacks and viruses and
had to rely on the services of DR_Cheap.com an inordinate amount of time.

DR_Cheap.com felt that they were losing money on the proposition (kind
of like an insurance company when you have an unusually large amount of acci-
dents in a short amount of time) and dropped the contract with Crystal Dogs
because it felt that Crystal Dogs wasn’t taking the necessary precautions to pre-
vent declarable disasters.

Testing Any agreement should have, as a part of the services provided, the
facility to allow your organization the ability to test your disaster recovery plan.
It is important to note that, unless you have fully tested the plan and are confi-
dent in your ability to recover from a disaster with the given plan, you really
can’t say that you have a disaster recovery plan. You can say that one is in
process, but without knowing that you can rely on the plan in case of a declared
disaster, you can’t say that you can actually recover.

Costs  Another critical feature of the written agreement needs to be the provi-
sion for all costs associated with the agreement. The contract needs to detail
anything that isn’t covered by the agreement, and you need to make sure that it
includes anything that you think ought to be covered. Usually hardware is cov-
ered, but are there any software costs that you think ought to be covered that
aren’t apparent in the agreement?

Although this may not seem to be overly important for many software
products (such as Microsoft Office), there are times when not having the correct
license key can mean the difference between being able to recover during a test
or declared disaster and not being able to.

For example, there are keys associated with VMS and ZOS operating sys-
tems without which you cannot install the operating system. These keys are costly
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and often associate a given version of the operating system Wiﬂ.l a gi\{en conf.lgura..-
tion of hardware. Deviation at any level from the origine}l configuration can invali-
date the keys. Special keys may need to be acqui.red in the event of a tetst ora
declared emergency, and it is best to know upfront if you are t‘o be respon.m_b.le fo;
acquiring these or if there will be additional costs assocmt'ed with the acquisition o
them should the contracted company be required to acquire them.

Special Security Procedures In many cases, the agreement wxll. have a
clause or clauses concerning security measures that are required or being pro-
vided. Ifis important to make note of these measures apd pfocedures as ?hey may
or may not be sufficient in your organization’s given situation, and special prov1;
sions may need to be made to ensure the safety of all parties anq the security o
property and information in the event of a test or of a declared disaster.

Notification of Systems Changes There should be a process set forth in
the agreement documents providing a process or procedure by which you can
change the configurations of your systems covered by the agreement. There
will likely be charges associated with these changes; however, as a means to
protect your organization’s interests in being able to upgrade and stay curre}t:t
on, systems, it is worth the extra money to have written into the agreement the
clauses that will allow you to make such changes.

Hours of Operation What happens if you have to declare a disaster at 3 A.M.
on a Sunday morning? Will you be able to reach anyone at the DR compan}; to l.et
you in and help you get set up? Will you be able to find someone to.call. Will
you even be able to get into the site before 9 A.M.>on Mgnday morning? What
will it do to your company if you are unable to start your disaster recovery efforts
until 30 hours after the disaster happens? Will you be able to access your backup
tapes in that time frame, or will you have to wait until Monday morning for that,
too? The hours of availability for all agreements should be spelled out so that you
can be sure you have access to the resources required when they are needed, not

necessarily just when it is convenient.
.

Specific Hardware and Other Equipment Required for P!'ocessing Does
your organization have special hardware ngec_is? Arg you running on a PDP-l(li
(a DEC computer from the early 1970s and still in use in many companies today) an
you need to have that available to meet your disaster recovery eﬁ'(?rts? If you have
such a need, it should be spelled out in detail in any agreement. This extends. to any
odd tape devices required for recovery, printers t-hat are programmed for in your
application (do you only print your reports on .ce%'tam-smgd paper, do you need a spe-
cial printer to handle your check or invoice printing @qmrements, or is your applica-
tion set up to send commands to a DEC Laser prmtc?r or an HP pqnter an‘c)l the
company with whom you have a contract has standan?lzed on somet'hmg else?), or
any other quirky hardware that may be difficult to obtain on short nofice.

a( Recovery Site Atematives 153

Personnel Requirements Many companies will contract to provide hardware
and even software to another company in the event of a declared disaster or for the
purposes of testing a disaster recovery plan, but what happens when you need
people to do the job? First, is your disaster recovery plan sufficient that it would
allow someone walking in off the street to do the Jjob for you? Then, what are the
security requirements for the people performing the recovery if they are not
employed by your organization? Finally, where are you going to get these people,
how much are you going to have to pay for them if the need arises (the Year 2000
“scare” taught many people, COBOL programmers in particular, the real facts
about supply dnd demand, and looking for people who can fill roles with no warn-
ing in a disaster may mean paying an extreme premium for the service), and how
much notice is going to be needed to get qualified people to perform the recovery
or the tests? These questions should be spelled out in any agreements that you have
that could be impacted by the answers to the questions.

Circumstances Constituting an Emergency Arguably one of the most
important parts of the agreement is the definition of situations that may arise that
constitute an emergency. One company’s total fiasco might only be a bump in the
road to success for another. Planning far enough in advance for what your company
might see as a sufficient disaster or emergency not only allows you to plan but also
those organizations with whom you sign agreements to plan for such a contingency.

It is important to outline what constitutes an emergency. Although you
don’t actually have to detail everything that might happen, you should at least
make sure that you find a way to quantitatively detail what the impact to your
organization needs to be in order for you to declare a disaster and therefore
make use of the agreement.

Process to Negotiate Extension of Service Because any agreement is lim-
ited in duration, the process for renegotiation of services needs to be outlined in the
agreement or in auxiliary documents to the agreement. This is important so that
both sides of the negotiation know what to anticipate and when to anticipate it.

Nonmainframe- or Nonserver-related Resource Requirements
Although many people, and indeed many companies, think of mainframes and
midrange computers or Linux and Windows servers when they think about disaster
recovery (some even take the printers into account), many don’t think about the
smaller and less glamorous resources such as desktop computers, laptop comput-
ers, phone systems, and other devices that allow people to actually do their jobs.

Because many disaster recovery service providers don’t provide for the com-
puters that the users will need in order to get back to work so that the company can
continue with business as usual, those facilities need to be planned for as well.

For example, IBM doesn’t necessarily have the facilities at their Boulder
location to house a hundred or more people sitting-at desktop computers with-
out special arrangements being made to make the facilities available. However,
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it likely would be possible to find, in the same general location, office space or
warehouse space that could be made ready fairly quickly so that users could be
brought to the area of the disaster recovery site for the duration of the recovery
efforts and until the main office site could be made safe for business again.

Priorities Recall that in Chapter 1 we looked at breaking necessary func-
tions into groups of prioritized jobs for the purpose of making the recovery and
the recovery planning more efficient and organized. These priorities can be
translated into the agreement. The resources necessary for a tier 3 recovery need
not be available at the same time as those that are necessary for a tier 1 recovery.
In the best-case scenario, those resources may never be required because the
organization’s main office may be available by that time.

If the resources required can be put off, then cost can be spread out over
the duration of the recovery effort and concentration can be paid to the job at
hand rather than worrying about the extra hardware that may be around the area.

If there is hardware around, someone in IT will often try to recover every-
thing available rather than concentrating on the job at hand. If there are spare
cycles, a technologist tends to try to apply those cycles to any job at hand. It is
better, in this case, to pay close attention to the job at hand.

Other Contractual Issues There are likely other issues that need to be put
in writing. Legal assistance should be sought with this as with any legal agreement.
If you are with a large organization, there will likely be legal council already associ-
ated with the organization. If you are with a smaller company or you own the com-
pany, you may need to find legal assistance for the purpose of these agreements.

Alternative Site Selection Criteria

Whenever you are selecting possible sites fog your disaster recovery site, you
will be faced with many alternatives. It would be helpful to have a list of priori-
tized features that you are looking for in a recoVery site. This section provides
you with some of the criteria that are commonly used in the determination of
provider and site selection criteria.

Number of Sites Available

Although you will likely want to recover to the closest location available to
limit the cost of travel and the time needed to get to the recovery site, a single
disaster may affect more than one location, and different disasters may happen
in different locations at the same time. The availability of more than one loca-
tion can mean that you have choices in the event of a declared disaster. You
may have to agree on a primary recovery site so that-the provider can plan
ahead for the eventuality of your needing to recover at this location:
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Many companies can’t offer a wide selection of recovery sites, but they

will be able to give you at least two or three different locations to which you can
= relocate your functions.

Distance from Site

Keeping in mind what your company will need in order to recover and get back
£ up and running in a timely manner, and the time frame that you have committed

to be able to dovjust that, you will need to determine the best places to find a

E recovery site. If;you are in Minnesota and you have 72 hours to have your recov-

ery done, it isn’t likely that you will want to use a recovery site in Australia.
Colorado may be a viable alternative, or even Atlanta.

Another reason to look at distance from the site is that if the site is too close
to your business, you may find the recovery site affected by the same emergency
that is affecting your business’s primary location. If a hurricane were to affect
Tampa, choosing a disaster recovery location in Tallahassee may not be an optimal
solution. Houston or even New Orleans may not even be good solutions. Pitts-
burgh, however, may be a solution for you or New York or Delaware. ) _

Balancing the need to stay far enough away to allow you to escape the dis-
aster and being close enough to make getting to the site in a timely manner
practical can take on the air of an art rather than a science.

For example, if you are recovering a business located in Amarillo, Texas,
or Hibbing, Minnesota, you may need to take into account that there are a lim-
ited number of locations to which you can fly directly, even though there are
international airports available. You may have to plan in time to get from your
location to another location, stopping at interim airports with an indeterminate
layover at any of them.

In narrowing your choices, look at current flight schedules and notice not
the shortest time from point A to point B but the longest time it could take you
to get there given the schedules. Then double that time to account for possible
dela'ysgor cancellations. It is better to have a realistic idea than to suggest the
best possible picture to the team and to upper management and be proven wrong
at the expense of the company. The tighter the timeline required and the tighter
the budget for the recovery effort, the more important it is to err on the side of
pessimism.

Facilities

Look at the complete picture of the recovery site and the surrounding location.
How hard is it going to be to-get what you need while you are there? Don’t just
consider what will be needed immediately for the recovery proper. What will be
needed for the period of time after the recovery for employees to get back to
work and be productive? Computers are a given, but what about notebooks,
pens, and envelopes? And people can’t work 24 hours a day. What is the local
environment like? Let’s look at some of these considerations.

S
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Office Supplies One of the most overlooked things in a disaster recovery
plan and in the selection of the disaster recovery site location selection is the
ability to acquire office supplies. Although in a perfect world we could exist in
a paperless society, in reality, this really isn’t much of an option. People still
prefer to take notes on paper with a pen. Even a stylus and a PDA don’t usually
offer people much compensation for being able to write with a paper and pencil.

Printer paper and toner may or may not be included in the cost of the recovery
site. You should know upfront what is and isn’t provided and you should take into
account where you can purchase, locally or quickly, the products that you will need.

Meals You have people; they have to eat. If you are looking at being at this loca-
tion for an extended period of time (a month or more), having everyone subsist on
vending machine food isn’t practical or healthy. Paying attention to the restaurants
and supermarkets in the proposed disaster recovery site area means that you can
prepare for the fact that you will have many people who will need to be fed and in
turn can prepare those going to the recovery site for what they will find there.

One company I kriow of created a disaster recovery journal. It is a three-
ring binder with menus from local restaurants, maps to the restaurants from the
DR site, and maps to local shopping establishments (malls, Wal-Mart, grocery
stores) so that anyone who ends up at the disaster recovery site (for testing or for
a declared disaster) can go to a central location and find information on what
they need to know. Every time there is a DR test, one person on the testing team
is designated to go to all the local establishments and get a new menu for the
journal. This may not be a part of the true disaster recovery, but it is something
that will make those involved more at ease.

Living Quarters Look at the proximity of hotels, motels, and short-term
housing to the disaster recovery site. A site is less practical if it has only long-term
housing (a one or more year lease) close to it.

Again, making an up-to-date list every time there is a DR plan or having
someone maintain a list of these local residences will allow those traveling to
have a starting point both for the testing and foy a declared disaster.

”

Postal Services If your organization is going td have to send and receive mail
(bills, invoices, payments), having ready access to postal services will be a must. If
you are going to be at the backup location for more than a few days, you will likely
find yourself having to rely on the postal service in the recovery location..Knowing
where it is and how to access it and creating a working relationship with the people
there will go a long way toward easing pains should disaster declaration become
necessary. Knowing where to access and how to locate these facilities should
be part of the criteria what you base your decision for the choice of location.

Recreational Facilities Okay, so maybe it isn’t one of the things that people
think of first when looking at disaster recovery sites, but when you are dealing
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with people who are a long way from home, under stress, and probably working
long hours, in order to keep tempers from flaring, and so that you can make the
most productive use of the hours that you do have, having recreational outlets
for people will go a long way toward maintaining morale.

Whether it is a gym, park, golf course, or other outlet, knowing that there
are places central to where the recovery site is located to give people a place to
work off stress should be on your list of things to look for when looking at
recovery sites. The company is going to have the company as its top priority.
This is a given. But in order for the people involved to be as productive as

possible, providing them with this outlet will do more for the bottom line than
anyone could anticipate.

Cost

In t.he. long run, it frequently comes down to cost. This may not be the only
deciding factor, but it will likely be one of the primary factors leading to the
decision.

Site Cost The site, regardless of where it is or what it provides, is going to
require a significant outlay of money. But the organization needs to look at this
more as an insurance policy than as a sunk cost. An insurance policy is some-
thing that you buy and pay for on a regular basis, something that you hope you
never have to use but that you know is there in case you do. The same holds true
for the disaster recovery site. Although you may make use of it on occasion for
testing (kind of like health insurance, you use it for physicals), you hope you
never need it for anything really serious.

Travel Cost Travel cost may be even more of a consideration than the monthly
cost of the contracted recovery site. Depending on where the recovery site is and
how air travel works in that area, you may be looking at higher-than-usual expenses
for the cost of tickets. But that is only part of the travel cost that has to be considered.

The cost in man-hours should be considered as well. A quick look on Priceline
(http://airlines.priceline.com/airlines/flights/flights-to.html) might allow you
to see the following information besides the price of the ticket. With this information
you can infer more information that may impact the decision of the company as to
which recovery site to take.

For example, if you are working for a company in Clarendon, Texas, the
closest airport is in Amarillo. If the recovery site is in Bouldér, Colorado, it
could take you an hour to get to the airport, up to five hours, if luck is on your
side, to get to Denver (the closest airport to Boulder), and then an hour or more”
by car to get to the hotel or the recovery site. You could drive nearly as quickly.

And it gets worse. If you work for a company in Lubbock, Texas, it could take
you eight hours to fly to Denver, and many carriers route you through Dallas and
Chicago. Add the drive time to Boulder, and the time it might take you to get to the
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airport in Lubbock, plus the wait time for the flight because you never 1mox_7v how
close to the flight time the disaster will be declared, and you could be chewing up
a significant number of man-hours, not to mention recovery hours, in the process.

These are all hours that you can’t spend recovering your data or your sys-
tems. But they are hours that count against those hours in your SLAs.

Air Travel ]

Keep in mind that, in the event of a declared disaster, you won't be
able to rely on getting the best prices from somewhere like Orbitz or
Priceline. You will likely have to walk up to the ticket counter at the local
airport and pay whatever the asking price is for the next flight out. And
you may not be lucky enough for that flight to be leaving right whgn you

" want it to. You may find that you will have to wait extended periods ?F
time for the flight that you need and pay a premium for that wait.
All these costs are costs associated with the choice of recovery site.

Cost of Temporary Living No employee, no matter how good-hearted,
will foot the bill for'the cost of temporary living expenses incurred while they
are either at a recovery test drill or at an actual recovery. The company will have
to compensate the employee for the temporary living costs. The more people
involved, the more that expense can add up. This is yet another expense to be
taken into account. The cost of living in Clarendon, Texas, is likely to be some-
what less than the cost of living in Boulder, Colorado, and the cost associated
with living in Boulder during peak tourist season for extended, though tempo-
rary, periods of time can get to be excessive. .

This is not usually a cost that is considered in association with the location
of the disaster recovery site, but it ought to be taken into consideration.

Contract .

Naturally, the contract should be considered when looking at the recovery sitg.
Terms of the contract, what is included in ea\ch contract that the company is
evaluating, the duration of the contract, and any additional costs for goods or
services that may not be included in any given contract should be considered.

Designing Recovery Solutions

Without the ability to recover, there is no purpose for any backup other than to
waste media. Going hand in hand with whatever backup solution is in place, or
that you are putting into place, is the knowledge that at some point you will
likely have to recover using these backups.
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We have to establish a recovery site, select backup and recovery strate-
gies, identify the tools necessary to meet our storage needs for the backups we
have taken, and identify those places where creative solutions need to come
into play.

Establishing a Disaster Recovery Site

One of the first decisions that has to be made in the disaster recovery planning
process is how you intend to structure your backups and your planned recovery.
Will there be automatic failover and no intervention will be necessary? Or will
you have to retrieve tapes from offsite storage and have them transported to an
alternative recovery site? Each alternative comes with its own advantages and
disadvantages. Each also comes with trade-offs and costs. Some costs are
direct, as in the physical outlay of capital, and some are indirect, as in the cost
of bodies and time to recover the organization.

Choosing a Site: Hot, Warm, or Cold Standby The choice of sites
often comes down to a matter of money and practicality. Many companies
would rather have a hot backup site, where they can fail their entire business
over within a matter of minutes to hours. This kind of assurance, however,
costs money—typically a lot of money. It means providing an entire office
complex in another location (almost always another city, and usually another
state). If the company is a manufacturing company, this could also mean the
contracting of another facility or subcontracting work out in case the primary
facility becomes unavailable.

This.choice may be influenced by clients, stakeholders, and shareholders,
but ultimately it is a matter of measuring the return on investment and deter-
mining how long your organization can withstand the risk of being without its
ability to process work.

There are cases where a hot backup is necessary. Recall that we under-
took a risk analysis in Chapter 3. We can begin to think in terms of identifica-
tion of that risk as it pertains to the identification of recovery solutions. The
acceptance, or the non-acceptance, of risk will drive many of the decisions
that the organization makes surrounding the backup and recovery solution
decisions. Recall that risk is the chance that an event will occur. This chance
of an event occurring, coupled with the loss of revenue that will occur if that
event occurs and the cost that is associated with it, are all factors that have to
play into the organization’s determination of whether the cost of the recovery
solution is justified.

If you determine that there is little chance that a disaster or even an emer-
gency event will occur, then you have minimized the risk from the beginning,
and the choices that you make concerning recovery solutions is very much sim-
plified. If, however, the organization determines that there is a significant
enough risk surrounding the organization, there will be additional amounts of
investment that the organization will have to be willing to make.
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Risk, ‘dnid. how an organization.chooses to- {sal with mitigating. that
risk, is relative. Big businesses tend to be able to throw more money at
q solution than smaller businesses, but the size and complexity of solu-
tions is relative. They may-not be throwing’ any larger a percéntage of -
‘their money- at the solution. than a small business.ora. home-based
business might be in“similar circumstances.” o A RtE e o e T

Small ‘businesses are somefimesless adaptable: to disaster ‘than -
“targe compariss: Sormeone who has turned aroom in their-house info
a smq"..sc‘dile m’qn'uchfuﬁng,hhe may not be"d_ny'vmo_re or less cble to- .
withstand the occurrence of a disaster than Ford, Dodge, or Westing-
housé: If all the capital and thought is tied up in creating the product,
and litfle is tied up in learning what they would have to do if a disas-
ter levels their house, they are in little better position than a large
organization in a similar situation.

However, an accounting company that is based out of the-home
office of the accountant may be totally recoverable with minimal
downtime if that company invests in the tinie and material necessary
to make'a periodic backup of the software and records on its system
and stores those backups in a waterproof,. fireproof file cabinet in a
-closét and ‘makes. two duplicate copies (DVDs are- even gefting
.cheapertoday) and sénds one.to a relative in Pennsylvania and puts
the other in a safefy deposit box in a local bank.

Simply replacing damaged or destroyed hardware from a local
commodity hardware store (electronics store, office supply store, or
even from the mall) and recovering the backups would be- all that it
would take fo recover the business in a storefront three miles from the
- primary location or in an apartment or hotel room nearby.

«~ 1t is up to.every individual orgamization to -assess-the risk and.
- defermine what it-will mean fo that organization and how best fo-
recover should the 'worst happen. e

2 -

Build vs. Rent or Share: The decision over whether to build a recovery site
(whether dedicated to nothing but being a recovery site or as a line of business of
its own) or to rent or share a recovery site with other companies is often a diffi-
cult one. The level of trust that has to be involved between two organizations in
order to share a recovery site implies a special kind of relationship. Although this
kind of relationship may exist fairly easily between two home-based businesses
where there may already exist a trust relationship, the same level of trust may not
exist between two larger organizations. Not only is there a level of trust that has
to exist, but there has to be a small chance that both organizations will need to
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use the recovery site at the same time and that both are going to be able to uphold
their end of the agreement over time. On the other hand, it is typically more
affordable to establish a share relationship than to shoulder the entire cost of the
recovery site. In the end, the decision to rent or share comes down to total cost.

Selecting Backup and Restoration Strategies

The choice of backup strategies in ordér to make the optimal use of both time
for backup and time and effort for recovery is often a decision that will be based
as much on guess work and art as it is on facts and figures. Many times the
back.up strategy that is chosen by a company is simply the favorite of one of the
administrators or is just something that everyone seems comfortable with.
These, however, are not valid and sound justifications for a backup strategy.
Full backups are complete backups of a system. They are a snapshot of
how a system looked at a given point in time. Full backups (often referred to as
cold backups) are invaluable to an organization for many reasons, and should
always be a part of any backup and recovery solution. They may not, however,
be the all-inclusive solution to a company’s every need. In order to ;ake a fuli
ba(fkup, all the applications and databases on a system need to be shut down
This means that time needs to be taken to complete the shutdown anci
the restart after the backup is taken, and a backup taken of the full system. The
disadvantages of full backups are that they take time and that you can only
recover to that specific point in time, if that is the only- backup on which the
company is relying.

. Incremental backups are those backups that gather together, in a perfect sce-
nario, only. those changes that have occurred since the last full or incremental
backup. This kind of backup is not always possible without the assistance of third-
party backup tools to assist with the backing up of the data and surrounding appli-
cation. Inqremental backups provide the fastest backup scenario, because you are
iny backing up the data that has changed in the period of time since the last
incremental or full backup. What’s more, because you are backing up the minimal
amount of data that is practical, the storage space for these backups is the small-
est. The. trade-off here is that your recovery scenario can be longer because you
hayettg m.crementalllly restore each of the files from the original full backup to the
point in time to where you need to re . i
Pt tme o eXtenS}irve. cover. If you don’t take full backups very

Differential backups are those backups that contain all changes since the
last full backup. The advantage of a differential backup is that you only have to
restore the cold backup and one additional backup in order to restore the ys-
tem to any given point in time. The disadvantage is that you have to back up
and store the backups of redundant data. For example, if you take full backups
every Saturday night, and differential backups on Sunday, Monday, Tuesday,
Wednesday, Thursday, and Friday, by Friday you have duplicated thc; data tha;
you backed up on Sunday five times.
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Mirror backups are those backups that directly copy all selected files,
directories, mount points, and file systems from one set of disks to another.
A mirror backup is conceptually identical to a full backup except that the data
in question cannot be compressed in any manner and cannot be password
protected. Mirror backups are often made when using RAID by splitting the
mirrored device and maintaining one of the mirrors (or backing up one of the
mirrors) as the backup. The space required for a mirror backup is equal to that
of the data that it is backing up, but typically (as long as the backup stays on
disk) the recovery from failure is faster. This solution, however, is not typically
practical in a disaster situation because a disk array is difficult to store and
transport and a disaster at the primary site will likely wipe out the backup as
well. Rather, a mirror backup is normally used as the source for an incremental,
differential, or full backup so that the backups can be carried out without impact
to the source system. The requirement for a duplicate set of hardware (or tripli-
cate, depending on the RAID configuration and redundancy requirements of the
organization) remains, but the recoverability of the system is greater when the
mirror is used as a backup source rather than the backup itself.

Most organizations will come up with their own combination. of these
backup strategies. They may delineate their backup strategy based on the amount
of activity on a system or on the features available to a given system by the
underlying architecture. It may be easy to back up the entire system weekly with
a full backup and then forget about most of the executable programs because
they don’t change much. The data in a transactional database (a database that has
users inserting data into and altering data already resident in the database) will
likely change minute to minute. That data will need to be backed up frequently,
either incrementally or differentially (the choice of how has to be based on your
organization’s recovery requirements), in order to be sure that you can recover
the data as quickly as possible to any given point in time. The data in a data ware-
house, because it is far less volatile, may change only once or twice a week,
depending on your load strategy, thus a single differential or incremental backup
after those loads would be sufficient and similar to each other in recoverability
and storage.

Hot backup is another alternative that is btcoming more popular with
larger organizations. With a hot backup, the entire decision (backup site loca-
tion selection, backup and recovery strategy, vendor, etc.) is a package deal
because the recovery location is in constant communication with the primary
systems. This means that, in the event of an emergency or disaster, connectivity
to the systems automatically fails over to the backup site and there is effectively
no downtime noticed. This is an optimal solution for many organizations that
have multiple data centers or multiple locations that can be used as data centers.

Although any backup solution has to effectively fit within the window
available to you for the backup, the primary consideration in these different
options needs to be the recovery needs of the organization. The most elegant
backup strategy is worthless if you cannot effectively recover using the backup
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in a timely manner, and in a manner that meets all the needs of the organization.
It is not practical to believe that, if it takes 10 hours to take a full backup of a
system and each incremental backup takes 5 hours, and you need to restore a
full backup and five incremental backups, that your recovery window will be
any less than 35 hours, and this does not take into account the fact that tapes
will likely have to be changed out at the end of each step or that restoration from
tape usually takes longer than backing up to tapes. If you have a contractual
agreement with your customers that your data and applications will be available
for them within 72 hours, your recovery strategy, barring any difficulties along
the line, takes at least half of that time. In a case like this, differential backups
may be a solution to your problem, at least for some of your systems.

The combination of the consideration of backup strategies to fit within the
confines of the organization’s requirements and the ability of those backups to
meet the requirements of the organization is considered to be matching the strat-
egy to the operational constraints. In all aspects of backup and recovery, disaster
recovery, or business continuity planning, it is critical to remember the opera-
tional constraints of the organization. If any part of the plan doesn’t fit within
those constraints it may be functional, but it will not likely meet the needs of the
organization and will therefore not be a valid solution or consideration.

Although the backups we have talked about so far can provide a solution to
the recoverability of the electronic files stored by a company, the DR team must
be aware that not all the company’s records are stored on computer systems.
There will be a certain number of records that are stored on other media, such as
paper or microfiche. Planning for the storage, backup, and recoverability of
these records is as important as for the computerized records.

Backing up paper documents is as simple and as labor and space intensive as
making copies and shipping those copies offsite to be stored in a climate- and
access-controlled location. Alternatively, an organization can choose to digitize
these paper documents, having those documents scanned and stored electronically
on tape, disk, CD, or DVD. Similarly, with microfiche and other non-electronic
documents, duplicate copies, in one form or another, should be created and stored
in a secure location.

These non-electronic documents are often overlooked in the disaster
recovery effort, and are often critical pieces of information that get the organi-
zation into trouble. Older data, data from before much of the information was
stored digitally, is required by governmental regulations to be available for
inspection for up to 20 years or more. If an organization finds itself in need of
this information and finds that it is later unavailable, it can be catastrophic.

Storage area networks (SANs) and network-attached storage (NAS) have
had an impact on the backup and recovery decisions that an organization makes.
Because the amount of data that can be stored on a SAN or a NAS can be
significantly greater than that stored simply on internal or regular RAID array,
the:time required to back up these devices can be significantly greater than on
common storage devices. Further, because on any given network storage device
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an organization can store data from multiple heterogeneous operating systems,
the backup and recovery solution needs to take these differences into account.

For more information, see the following article: http://www.ameinfo.com/
39672.html.

Storage Backup and Recovery Tools

There are many backup and recovery tools on the market today. It is important
to not tie yourself to a tool that is proprietary enough that you can’t find a
recovery site easily that will be able to handle your recovery needs or that you
couldn’t change recovery sites after a period of time if an earlier site no longer
meets your needs.

Managing Stored Data and Applications Different vendors bring a vari-
ety of products to market. A simple search for data backup solutions yields links
to many products that could provide you with the solutions that you are looking
for. There are many others, and a fairly exhaustive search should be carried out to
determine the optimal fit not only for an organization’s situation but also for the
environment it has as its infrastructure. Many solutions are targeted to Windows
and Unix, whereas other vendors target primarily IBM-based products.

The following is a list of storage solutions that are applicable for many
businesses.

m  Veritas (www.veritas.com) provides storage protection, automation,
and performance solutions for a wide variety of operating systems and
databases.

m EMC (www.emc.com) has a full line of data management and backup
and recovery solutions.

m  EMC Legato (www.legato.com) provides data protection and availabil-
ity products for an assortment of operating systems and platforms.

m  Network Appliance (Www.netapp.com) is a high-performance file server,
filer, and caching system for Windows and Unix systems that provides the
ability to back up and recover data in an extremely rapid manner. It also
provides access to analyst reports, customer stories, data sheets, technical
reports, videos online, and a substantial glossary of terms.

m Storage Tek (www.storagetek.com) brings with it data protection,
archiving, storage productivity, and industry solutions. It also has a
substantial library of case studies and technical and white papers.

There are, of course, other alternatives, and there is always the home-
grown method that relies on scripts and utilities that are resident in either the
operating system or that can be built and stored in the organization’s software
and script library.
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Backing Up Scripts for Recovery ]

If you are maintaining your own backup and recovery scripts, you
should take care to have an external source for those scripts—one that
is not reliant on the recovery of the data fo the server as a means to
access the scripts. It would be very difficult to recover the scripts if the
scripts are needed tfo recover the data. A minimal -backup would
include a script library that is maintained independently and retriev-
able with just the operating system utilities such as copy (regardless of
the OS there is a copy command).

The Impact of Storage Area Networks (SANs) on Recovery It is often
difficult to find an elegant and cost-effective method of disaster recovery solu-
tion for an environment that uses a SAN infrastructure. SANSs are being used
more and more as a solution to an organization’s data storage challenges.

A SAN is a network of storage disks. A SAN typically connects multiple
servers, usually with heterogeneous operating systems, to a centralized pool of
storage. The idea is that rather than having to manage hundreds or thousands of
servers, each with their own set of storage disks, by using SAN technology you can
improve overall system administration. Organizations choose this type of architec-
ture so that they can centrally manage the storage resources with a single backup
and recovery solution, a single disk maintenance solution, and a single schedule
over the entire organization. This architecture can create issues, however, when it
comes time to perform disaster recovery because of the heterogeneity of the oper-
ating systems and the pooled storage model.

As a pooled storage solution, the SAN doesn’t care what is put on it, what
the format is, what the operating system is, or whether the data is ASCII or
EBCDIC. But you will have to take care that your backup and recovery solu-
tions take into account that there may be data included from multiple operating
systems and for multiple purposes.

Further, because the storage solution is likely to be used by nearly every
system in the organization, additional care needs to be taken when considering
the recovery timeline, the order in which the data needs to be recovered, and the
criticality of the data. It may be that none of your data will be available until all
of your data has been recovered, and this may not be acceptable to the business
as an entity.

Determining what a cost-effective DR solution is when you have standafd-
ized to any extent on a SAN storage solution is based on your organization’s
needs. Some solutions are based on host-based data replication over a network
(LAN or WAN) to a remote and often dissimilar SAN technology. Alternatively,
storage virtualization is seeing growing acceptance and can allow for the repli-
cation of the data across the SAN or to dissimilar storage arrays.
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Storage Virtualization ]

Storage virtualization sounds like a complex concept, but it is simply
the transparent amalgamation of multiple storage devices into what
appears to the end user and the other hardware to be a single storage
unit. A high-speed network is typically key to allowing for the elegant
use by multiple heterogeneous operating systems and hardware solu-
tions to access this virtual pool rapidly. Storage virtualization is typi-
cally handled by software masking the underlying hardware details.

Current Trends in Recovery In recent years, more and more organiza-
tions have realized that any event that is disruptive of their business can be a
crisis. Acknowledgment of the impact of the Sarbanes-Oxley Act, the
Gramm-Leach-Bliley Act, and HIPAA (the Health Insurance Portability and
Accountability Act) as realities of everyday life and of nearly every business’s
daily life has driven many of these realizations. These kinds of regulatory
issues have been the impetus for many organizations to launch their own dis-
aster recovery planning.

Governmental Regulations 1

The Gramm-leach-Bliley Act, also known as the Financial Modernization
Act of 1999, includes provisions fo protect consumers’ personal financial
information that is held by financial institutions. (www.ftc.gov/
privacy/privacyinitiatives/glbact.html)

The Sarbanes-Oxley Act was designed to radically change
the way that publicly traded companies recorded and reported
inancial information. (www.ey.com/global/download.nsf/
Russia_E/EY_Sarbanes_9_12_02e/$file/EY_Sarbanes_
9_12_02e.pdf)

HIPAA addresses health and insérance information privacy pro-
tection for individuals. (www.hipaa.arg/)

I3

More governmental regulations will likely come in the near future, and
with these regulations will come evolving requirements for disaster recovery
and implications for additional organizations.

Terrorism is becoming more widespread and is impacting more and
more lives daily, but until recent events (9/11/2001 in the United States,
London’s transportation system bombings in 2005, and the continuing global
strife over the recent years) it was not always looked on as an event that
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. would touch many organizations. Organizations are starting to take this as a
- wakeup call. Even if they don’t believe themselves to be at risk of being
i affected by a terrorist attack, they are starting to realize that they are not
i beyond the effects of disasters. They are also realizing that they are relying
¢ on organizations that might be affected by terrorist attacks (utility compa-
E nies’or transportation companies, for example) and are taking steps to miti-

gate these risks.

Data and information are becoming more of a critical concept for more
organizations, and the demand for realistic 24/7 access to data is becoming
the norm rather than the outlier in the statistical analysis of organizations.
This demand for continuous access to data and information is impacting more
disaster recovery plans, and service level agreements are equally impacted by
the tightening timelines. This means that backing up data has to evolve to
meet the need, as do recovery techniques and attempts to meet the tighter
requirements.

Because email is becoming more critical as a means of business commu-
nication, and because it is becoming more relied upon as evidence in litigation,
lost emails, or emails that are not retained in a sufficiently secure manner, can
be a disaster recovery event. With more organizations based entirely on the
Internet and with email being the primary means of communication with even a
greater number organizations, the necessity of maintaining accessibility to the
email system and to the historic information gathered from this email informa-
tion is critical. This is true not only from a disaster recoverability perspective,
but from the perspective of security as a whole. We not only have to be able to
accurately recover and provide access to email information, but also be able to
accurately report on and restrict users who have had access to that email and
provide its relevant change history.

Restoring Communications and Recovering Users

Recovery of the business is nearly pointless unless you can restore communica-
tion with and recover all processes to the ultimate end users. Not only will this
allow your business to continue its line of business and to hopefully grow and
thrive, it will foster the goodwill that is necessary in doing business with both
your customer and every stakeholder in the organization.

Determining Vital Users with BIA Recall that you previously have done
a business impact analysis (BIA). When it comes to determining which users to
restore connectivity to and in what order, this will become, yet again, an invalu-
able tool. One of the areas of analysis for the BIA™would have included those
users, both known and implied, that would be impacted by an event. Assigning
weights to these users allows you to determine in what order to recover not only
the software and hardware resources, but in which order to restore connectivity
and accessibility to given users or given user types. It is important to restore
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user access in a logical and correct order not only to critical systems and func-
tionality but also to those areas that will be most directly impacted by service
level agreements.

Rerouting Voice, Mail, and Goods Delivery So you have relocated your
systems and you have relocated many of your users and business units if nec-
essary, and you need to get back to business as usual. But to really be back to
normal, communication (other than strictly electronic digital communication)
also needs to be re-established. Mail (payments and invoices, naturally, but
other communication as well), voice communication, and delivery of goods to
alternate locations need to be taken into account.

Voice communication is a vital link in nearly any organization’s busi-
ness. What’s more, there is no acceptable alternative to voice communica-
tion in many situations. It is the manual alternative in most cases for any
other alternatives, and it remains the communication solution of choice for
most people. The ability to know from the tone of voice that both parties
understand what you are discussing is important. The sound of another
human voice on the other end of the line to provide information or to hear
out a situation is often necessary to allow all parties to maintain a comfort-
able relationship.

There are different techniques that allow you to minimize the chances
that voice communication will be affected, including redundancy and diversity
of implementation. But these don’t address what to do if there is a catastrophic
disruption in service. In this case, you will need to work with the telephone
company to determine the best way to handle the situation. Discuss location
with them before there is a disaster situation. If you wait until there is a disas-
ter, you may not be the only one making similar requests, and this could cause
delays. An ongoing relationship with the telephone company or companies
involved will prove useful when the disaster is declared.

Rerouting voice communication can be a challenge, depending on your
location and your method.of communicgtion. The simplest solution is to stan-
dardize your organization on the technology of Voice Over IP (VOIP). VOIP is
a method of taking audio and analog signals, converting them to digital signals,
and transmitting them, at least part of the way, over the Internet. In this way
voice communication can be routed to anywhere, the IP address implies rout-
ing. Redefinition of the IP address in a routing table can mean that the voice
communication can be routed to an alternative location.

Mail is much easier to reroute. Simply submitting the proper forms will
allow mail to find its proper locations, and this solution is customizable
enough to route mail directly to where the receiving location needs to be, even
when multiple locations are involved. Again, however, a working knowledge of
where to get the proper forms, or maintaining a stock of the proper forms with
the disaster recovery materials, can minimize downtime.
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Rerouting deliveries of goods and services may not be as simple
as rerouting mail delivery. Special arrangements will need to be made for
delivery, either in postponing the delivery or in rerouting deliveries during
the time that you are in a temporary location. This should include not only
the time you are in the new location but also the period shortly after, to take
into account orders that are in process and not yet delivered at any point
in time.

There may be orders that are in process at the time of disaster and already
out for delivery. These orders may need to be rerouted and there may be addi-
tional cost associated with either the return of the orders or with rerouting the
deliveries to an alternate location. This will be a sunk cost that won’t likely be
recoverable, but most suppliers will work with you.

Eliminating Network Single Points of Failure This is by far the most
important thing to take into consideration when looking at backup and recovery.
For every single point of failure that you can eliminate, that is one place where
your system may be robust enough to make disaster recovery, regardless of the
level of loss, irrelevant.

A single point of failure is any point in your system where a failure will
result in loss of the system, loss of the network, or loss of ability to access
information. This single point can be hardware or software, and is often not
even thought of as a point where something might fail. Some single points are
difficult to eliminate. Even if they can’t be eliminated completely, recognizing
them as points where failure can occur and taking steps to monitor and main-
tain these points is a way to keep them healthy and to recognize that if any
issues appear to be presenting themselves they can be taken care of as quickly
as possible.

Elimination of these single points of failure doesn’t come without
cost. You will be duplicating hardware and, often, software systems. The
cost-benefit trade-off in each case needs to be considered at each point that
you uncover.

But wait. Not every single point of failure is directly connected to your
computer. Often the single point of failure is a user who is overly tired, under
trained or who thinks that he or she knows more than they actually do. Several
years ago, the I LOVE YOU virus wreaked havoc on many organizations. An
accounting user at one company knew just enough to understand the language
in which the virus was written but didn’t realize exactly what the ramifica-
tions might be if the virus was opened. He associated the virus with Adobe
Acrobat, thankfully, and called the local help desk to help him to unassoeiate
the virus with the software so he could find another way to open it and read
the code.

Just as often, a user whose IT department is less diligent in keeping com-
puters updated with the current security patches and virus definitions can be the
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cause of failure in a system or in an organization. Remember, a disaster is not
necessarily the catastrophic loss that accompanies a hurricane or tornado, it can
be simply the extended inability of an organization to continue with the work
that needs to get done.

One way to eliminate this kind of single point of failure situation is open
communication and training. Another is diligence in the maintenance of the sys-
tems connected to the system. Your system is only as robust as its least secure
single point of failure, regardless of whether that point is hardware, software, or
humanware.

This is just as important when recovering the organization as it is
when examining the organization’s home network. When you are looking at
where to recover, examine where there might be single points of failure.
When constructing the contracts, make sure that you read carefully and nego-
tiate appropriately so that you eliminate as many points of failure as possible.
Once you are at the disaster recovery site, there are few alternatives if there
are further disasters.

Connecting End Users One of the things that is often overlooked when con-
sidering disaster recovery is where your end users will be located, and what kind
of connectivity they will be able to rely upon. Although you will likely have
control over the definition of IP addresses assigned to the new hardware, you
may have to take into account firewall ports and VPN or dial-in access to the
network.

Further, you may need to find a location to house your users. Many
organizations rely on temporary trailers or set up temporary office space in
conference rooms in locations not affected by the eventxIt is important to
think through where these users will need to be, and plan for the rapid
implementation of establishing these people into their temporary office
space.

Not only is it important to make sure that these end users can connect as
rapidly as possible so that the company can return to business as usual as rap-
idly as possible, it will allow your users to regain a sense of control over their
lives and over their surroundings. At a time when they are likely feeling that
things are out of their control, the security that y'bu provide to them will allow
them to get back to normal as rapidly as possible.

You should now understand the critical steps in assessing a system to help you
best address any vulnerability in the system. It is also imperative that the person
conducting the security audit document the specific steps taken as well as any
flaws found, ’and what corrective actions were taken.

A

. The quickest recovery methodology is

K Test Your Skils

‘Test Your Skills

MULTIPLE CHOICE QUESTIONS

1. One of the first considerations that comes into play in a disaster recovery

plan is

A. data recovery

B. data backup

C. data recording
D. business process

because your access
times do not include the time that it takes to transfer data from another
medium.

A. tape backup
B. floppy disk
C. disk-to-disk
D. portable drive

. When determining a backup schedule, you need to take which of the

following factors into account?

A. Recovery point objective

B. Recovery time objective

C. Maximum allowable downtime
D. All of the above

. Which of the following types of failure often goes undetected for

extended periods of time?
A. Software

B. Hardware

C. Technical

D. File recovery

. Locations, other than your typical business site, where a duplicate of your

data is stored and ready for access in a moment’s notice are known as -
sites.

A. backu]?,
B. hot

C. warm
D. cold
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4. Develop a general plan to recover the application as quickly as pos-
sible, which will require bringing back both the front- and back-end
servers.

Project 6.2: Emergency Operations

1. A major hurricane has struck the area where your company has its cen-
tral data center. There are offsite backups and hardware at three other
centers around the country.

2. Assume that the area is suffering greatly from the hurricane’s impact,
and your company cannot continue operations until the central data
center’s operations resume.

3. Briefly describe the activities that need to occur to set up the emergency
operation center for your company, and where your company should
locate the center.

Project 6.3: Complex Vendor Emergency

1. Your company has relationships with several upstream vendors. Many of
these vendors are local to your operation from a supply perspective.

2. Your company can do without components from any single vendor for up to
one week but no longer, or production of your primary product will cease.

3. The executive management has asked that the company consider devel-
oping a strategy for surviving a longer outage with up to three suppliers.
Develop a plan or strategy that would allow the company to survive for
up to two weeks without supplies from three of the primary vendors.

You are helping to prepare the recovery plan for a medium-sized busi-
ness in the manufacturing industry that has one physical location. All
operations occur at this location. Construct a recovery charter for this
company.

Chapter

Developing Procedures
for Special Circumstances

Chapter Objectives

After reading this chapter and completing the exercises,
you will be able to do the following:

w Identify emergency situations that may occur during a recovery.

m Determine what can be done if an emergency occurs during an emergency
situation.

m Assess the risks associated with disaster recovery.
m Identify gaps in emergency recovery situations and plan accordingly.

Introduction

he best-laid plans often go awry. What will happen when all the hard work

you have done suddenly hits a snag and you have to deal with emergencies
during the emergencies? We have seen that it is important to have a plan for just
about any contingency that might arise in an organization. If *the'primary plan
cannot be followed, having a backup plan will assist with alleviating the stress
that will occur. This will also provide you and your organization with a fall back
point to assist those performing the recovery and provide stability for them
when they will likely need it most.

The disaster recovery effort, whether a planned practice or an actual emer-
gency situation, is stressful enough. Change is difficult for many people, and
the added éﬁzange of changing the changes may be too much for them in such a
short time. Knowing that there is a plan for this kind of situation will ease the
peace of mind of not dnly those involved, but also those stakeholders who are
relying on the recovery to occur seamlessly.

S o2n
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Emergencies During the Emergency

Planning for emergencies is something that a well-prepared organization does.
But what happens when—even if you have a disaster recovery plan, have tested
it, and are comfortable with the plan and its execution—the unimaginable
occurs: you have to declare a disaster and go through the recovery plan for real?
Do you think that is the worst that could happen? It isn’t.

Imagine that you have declared your disaster and are proceeding with the
recovery. Something happens during the recovery that constitutes an emergency
or yet another disaster. What can happen now?

Does your organization’s preparedness plan encompass the potential even-
tuality of having to face an emergency at the disaster recovery site? Have you
prepared for such an eventuality? Have the necessary steps been taken to ensure
that you could pick up and move to yet another site in order to recover your
organization? What will this do to the SLAs that your organization has in place?
Does your recovery site have plans in place for these kinds of eventualities?

Wording SLAs ]

It is possible to word SLAs in such a way as to make sure that the
organization is covered in the eventuality that an emergency within
an emergency should present itself. It is in an organization’s best inter-
est to make sure that the SLAs that are in place are written such that,
should an emergency occur during the recovery effort, the clock is
reset to that time and the SLAs are not violated.

Concrete, realistic, and measurable commitments are important
for a successful SLA. If your SLA includes a clause identifying the
potential for an intra-emergency emergency, specify that your organ-
ization will have the additional days necessary to relocate and
rerecover the data. If you have agreed ypon 72 hours for recovery,
word your additional emergency clause to specify that, in the event
that a disaster that is declared within a disaster, an additional
72 hours will be allotted for the recovery from the second disaster and
that this 72 hours will commence at the declaration of the disaster
and will supersede the time allotted for the declaration of the original
disaster.

Not limiting the extra disasters to a second one will also cover
any eventuality that may occur that causes the organization to declare
disaster after disaster. Although this is definitely a worst case scenario,
it should not be discounted.

N

Support Contracts

Chapter 2 looked at the necessity for support contracts for your organization as
well as for a disaster situation. But what about support contracts as they might
apply should a second emergency or disaster occur while the organization is in
the process of recovery from the initial disaster? Does the organization have
the contracts in line to be able to cover itself should this kind of situation arise?
Arrangements with many software vendors can put the organization on better
footing should the need arise to make this kind of adjustment in recovery.

Further, it is important that the organization have support contracts with
the recovery location should it become necessary to relocate the disaster recov-
ery effort to another location. Although it may seem overly cautious to talk to
thie recovery site company about the eventuality of the recovery site either not
being available when needed by the organization or needing to relocate to an
alternative site in the midst of an ongoing recovery, it is in the best interests of
both the organization and the recovery site to have all of the relevant informa-
tion on the table up front.

Because of the nature of its business, the recovery company should
already have in place arrangements for this kind of eventuality. If it does not it
should raise questions about the suitability of the recovery site for the choice of
recovery location. Because the organization doing the planning should have any
emergency eventuality uppermost in its mind when determining what contracts
to sign and what recommendations to make, the question of what would happen
should an emergency befall the recovery site should be among the questions
asked. However, often these questions are not asked, and the contracts that
should be in place are not.

Home-Based Businesses ]

Although this section appears to be directed primarily at organiza-
tions of significant size, it is just as important for small organizations,
including home-based businesses, to be aware of the need for plans
for what might happen should additional emergency situations occur.

Many of the needs of this type of organization are commodity in
nature, and they can be acquired in almost any location with very litile
notice. However, many cottage industries rely on either customized
software or software that is not always freely accessible in all loca-
tions. Special arrangements may need to be made with software,
hardware, or machine vendors to speed shipment of specialized tools
to alternative locations. If those alternative locations should have to
change, it is important that the shipments be reroutable with little
burden on either the manufacturer (reseller) or the buyer.
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Disaster Recovery Contracts

As we have already discussed to a small degree, it is important for all con-
cerned to have disaster recovery contracts and contracts concerning what to
do in the eventuality of an emergency occurring in the midst of an emergency.
But what happens once you have your contracts? Organizations typically keep
these documents in safe locations, locked up where they will not be affected
by emergency situations or where they can be easily accessed in the event that
they need to be referenced or renegotiated. These precautions are all well and
good, but how accessible will these documents be in the midst of an emer-
gency? If they are needed for reference at any point, are they in a location or
format that is easily accessible to the recovery team? If it becomes necessary
to move the recovery location, can the necessary documents be easily and
readily accessed?

It is important that all relevant documents, or more appropriately either
electronic or photocopies of these documents, be kept with every set of backups
that the organization maintains for the eventuality of a disaster recovery.

BS Sunlighf'is an application sérvice provider to many organizations.
It has in place a disaster recovery plan and fests it every year to some
degtee. Ithas a backup strategy that is commensutate with its recovery
plan, which covers all SLAs.

The backup strategy dictates that a full set of backup tapes be
maintained in waterproof cases and stored offsite in a secure loca-
tion, and that these backups can be obtained only by a certain set of
management members and only Gnder certain circumstances.
~ The waterproof cases contain a full set of all. manuals on CDs and
DVDs for all of the systems that will be necessary to recover. The
recovery documents—in hard copy, on CD and DVD, ahd embedded

.

within the backups of the servers—are ‘included, as are copies of all
contracts that may become necessary, complefe with full contact infor-
mation for all vendors and all support information in both hard copy
and scanned or stored on CD and DVD format.

Because BS Sunlight has determined that it wants to be able to
recover the business regardless of the severity of the emergency
situation and'regardless of the situation in which it finds itself, it has
made the business decision to take these steps so that it can recover
the business regardless of what may befall eithefthe primary site or
one of the backup sites with which it has contracted.

Preparations

When an organization prepares for the eventuality of an emergency in its
primary location, it takes certain steps in order to become prepared. Backups
are put in place and are taken routinely. Security measures are put in place
and followed. But when individuals are thrust into unfamiliar surroundings
or are working under conditions of additional stress, shortcuts are often
taken, either deliberately or inadvertently, that could cause the organization
to be at risk.

Under these circumstances, backup are often not undertaken at as regular
an interval as they were in the primary location. There are even organizations
who have made the decision to outsource their IT services to better fit with their
business plan yet who assign their backup tape rotation to one or more employ-
ees whose main job (due primarily or in part to the outsourcing) is not IT
related. The employees are supposed to care for the tapes and make sure that
they stay safe and that the logical rotation is maintained. Because the employees
do not understand the ramifications of what is being asked, backup jobs may be
missed, tape rotation may not occur in a timely manner, tapes may not be main-
tained as diligently as necessary, or rotation may not occur in the correct order
and the necessary backup may be overwritten before it should have been. It is
often necessary to make sure that the persons assigned to the backups are either
IT trained or have sufficient understanding of the steps necessary and the
criticality of the job before they are assigned to perform the tasks. Even well-
written documentation, if there is not underlying understanding at some level,
may not be enough.

Identifying the Gaps in Your Recovery Plans

In any organizations attempts—particularly early attempts—at disaster
recovery planning and testing, gaps in what people think will happen and
what actually happens appear. One prime example occurred in the wake of
the September 11th terrorist attacks. Many organizations realized that their
disaster recovery plans were lacking and decided that they needed to do
something about it. The gaps that many organizations found were made
apparent because of their inability to recover in a timely manner from the
disaster.

When gaps were discovered the companies worked hard to overcome
them, and nearly 2 years later, when the August 2003 blackout hit the East
Coast of the United States, many organizations had installed electrical gener-
ators that would provide their computer systems with power. This allowed
them to continue to do business on a limited scale. Even companies not
directly affected by the terrorist attacks worked on making their DR plans
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more robust and were better prepared for the blackouts that crippled much of
the Northeast for more than a day.

Many of the gaps that organizations strove to fill in this example were not
gaps that were found in the process of testing efforts or even in the midst of their
own disaster recovery. They were, however, still gaps in planning,.

In the cycle of planning, backing up, testing recovery, and restarting the
cycle, organizations typically find their own gaps, such as places where back-
ups have been insufficient, where systems were missed entirely in the inventory
phases, and where the knowledge and ability of those involved in the exercise is
found to need augmenting. These are discussed next.

Backups

Backups are one of the first areas where gaps are identified. Either the
backup is not broad enough to capture enough of the system to be able to
recover in a disaster situation, or the backup media and methods are not

entirely compatible with the hardware and topology of the recovery
location.

)

BS Sunlight put its disaster recovery plans in place. Backups were
taken on*a regular basis and festing was planned for the summer
months. g

The disaster recovery team made the journey fo the recovery site
and started the recovery drill as if it were a disasfer. The recovery
media made it to the recovery site successhilly and.on fime. ‘Most of
the sysfems were up and running with sufficient fime to make sure that
the SLAs would not have been missed had this been an actual disaster -
recovery situation.

However, on one set of systems, it'was' discovered that the hard-
ware that the recovery center had substituted i place of the hardware
that the organization was using (the recovery center substituted newer
models for older, which was within the bounds of the contract) was
not completely compatible with the backup media or the backup
method chosen by the organization. This meant that severdl key
systems in the organization weré unable to be recovered during the
testing. Both the methods and media used for fheﬁ)ackups and the
contracts with the recovery location company were examined in an
effort to make sure that this gap did not continue and was accounted
for in subsequent tests.

i
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Testing

Gaps are often discovered in testing efforts. These typically are not found
during the testing session in which the gaps occur. They often are discovered in
subsequent testing when tests fail, or in actual disaster situations when systems
that are turned over to the end user do not perform adequately.

These gaps normally can be uncovered if the test is run as if it were an actual
disaster situation. In this case, the actual systems at the primary location are left
intact and running, but the recovery effort progresses as if it were a disaster. Often,
those involved in the recovery effort are not entirely sure if it is a test or a recovery.

When the recovery is complete, the entire system is switched from the
primary location to the backup location and business continues for a period of
time on the recovered system as if it were the primary location. In this way, more
of the system can be tested and more gaps in testing are likely to be discovered.

Systems

It may seem counterintuitive that an organization can overlook critical systems in
its planning and recovery efforts. However, it is not uncommon for an organization
to find that, either in the midst of a test or, worse, in the midst of a recovery, one or
more functional areas of the organization have overlooked a PC or server sitting
under someone’s desk that is business critical to some process.

Typically these oversights are honest mistakes. A department will have
acquired a system that runs only on a platform that the organization does not
have the expertise to maintain. They don’t think about the system unless there is
a problem with it, and then only to the extent necessary to keep the system func-
tioning.

Backups are often not done on a regular basis. If they are done, they may not
be tested fully. Further, accurate records on license and support details may not be
readily available.

Because functional people often consider that they only work on “the
accounting system” or the “HR system” they don’t (and maybe shouldn’t have
to) delineate the difference between using the primarily supported systems and
the ones that are supported outside official administration circles.

Hopefully these missing pieces are found in the testing phase of the dis-
aster recovery planning. If they are not uncovered until a true disaster recovery
there may be little recourse for the organization other than to attempt to, as
rapidly as possible, recreate the system to whatever extent possible and attempt
to recover the functionality, possibly with limited or no access to data that might
be associated with the system. At best, the organization may see the recovery
take longer than expected. At worst, it may see an extended impact on the ability
to do business for a longer period of time than should be possible otherwise.

If the missing system is identified in the testing situation, extensive notes
should be made on what the gap is and what systems are affected by the missing
system and its functionality. When the trial recovery is over, special effort should




218 CHAPTER7 | Developing Procedures for Special Circumstances

be made to make sure that the system in question complies with the organizational
standards on backups and recoverability. At the very least, the contact information
and the knowledge of the system should make it into the recovery documentation.

People

Some of the biggest gaps found in disaster recovery planning concern the
people involved. People gaps are discovered in not only the area of people
involved in the disaster recovery (or the recovery test) but in the areas of
planning and end-user testing.

If the wrong people are involved in the planning effort, other gaps can be
discovered because of the missing knowledge of systems that need to be
included or in the ways that backups need to be accomplished to meet the need
of recovery. If all levels of management are not included, or all stakeholders in
the planning process are not taken into account, the potential of not meeting
SLAs might prove to be costly to the organization.

People gaps that occur in the disaster recovery testing effort, particularly in
early testing efforts, can be equally as costly. Although eventually the organi-
zation will want to have as many people as possible involved so that they can be
considered trained in the recovery process, in early testing attempts it is impor-
tant that knowledgeable people be involved because these tests will provide the
foundation for all future testing and for the ultimate test, an actual recovery.

In later testing efforts, it is often beneficial to have inexperienced indivi-
duals placed into roles that they may not be well suited for. This will show
where there are inconsistencies in the plan or in the documentation. Once the
plan is established and the tests have been successful for a period of time, it is
important to foolproof the tests so that anyone that needs to be drafted to fill
positions can follow the documentation successfully. This can give the organi-
zation the assurance that anyone can be called upon in a disaster to fill the posi-
tion and provide the needed support.

Disaster recovery professionals often suggest that you write your disaster
recovery instructions so that anyone (even.employees with no ties to the IT
department or even the day-to-day workings of the company) could use them to
recover the system. If this is the case, you can test assured that your documenta-
tion is sufficiently thorough to provide the necessary coverage. It is not a
comforting thought that most organizations are not sufficiently well prepared
enough to make this claim.

You may have all the right people involvid in the planning and recovery
efforts, but if you don’t have the right people involved in testing that the recovery
is successful and accurate, then all of the effort that has been put into the
planning, the backups, and the recovery will be for naught.

Again, finding out that you don’t have the right people in place isn’t the
worst thing that can happen, particularly if you find out before a disaster has
been declared. First, you have gained the insight of the people that you do

have, right or wrong, and no insight will have gone to waste. Further, you can
augment the team, wherever the inconsistencies are, with more approprlate
people. It would not be the recommended way to staff the planning or the
recovery testing team, but experience is gained from the existence of the
inconsistencies.

Identifying Disaster Recovery Risks

There are always risks associated with doing business, even in a perfect wo'rld.
There are additional risks associated with being in a disaster recovery situation.

Location

One of the risks associated with a disaster recovery situation involves the fact
that everyone is in an unfamiliar location. Although this is not typically consi-
dered a risk in itself, it contributes to risk because of the heightened stress
associated even with a testing situation. It can have one of two effects. Often
those involved will become overly cautious in their actions and not perform as
rapidly or as efficiently as necessary. This can be even more of an issge if
everyone is aware that the drill that they are involved in is not an actual disas-
ter situation but a testing situation. Conversely, the individuals can become less
cautious than they may be in other situations, more aggressive, and pay less
attention to detail than might be prudent. In this case, mistakes can be made.
These can be costly if the drill is not a testing situation; they could mean the
difference between the company meeting its SLAS and having to pay fines for
not meeting them.

If the individuals involved in the recovery are aware that it is a test and not
a true disaster, the exercise may be viewed as a paid working holiday, and
receive less seriousness than should be accorded. When this is the situation
often less is accomplished than should be. This is one reason that some organi-
zations, when planning tests, don’t include everyone in the planning, but spring
the trip on them under the guise of an actual disaster. This means that fewer peo-
ple will have the tendency to look on the situation as relaxed free time and will
more likely strive to meet the deliverable timelines.

Situation

Because the recovery team is in an unfamiliar location and working in an
unfamiliar environment, they are likely to be less mindful of security precau-
tions if they are different than those at the primary work location. Security
measures often are more stringent at a recovery site, and people accustomed to
more lax security measures may inadvertently counter the security measures
that are in place.
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Further, old work habits and working hours may remain. Disaster situa-
tions, regardless of whether tests or declared disasters, call for extraordinary
practices—longer than usual work hours, altered work schedules, and working
under conditions other than what everyone is used to. Unaccustomed managers
will deliver instructions and directions and unusual work environments will
make many of those involved uncomfortable.

Systems

There are additional risks in that recovery will be performed on different Sys-
tems than everyone is used to dealing with. This may not seem like an apparent
risk—after all, a system is a system. It is little more than a bunch of commodity
pieces put together to form more commodity pieces on which the recovery team
will recover the organization’s software and systems. However, every system
has its own idiosyncrasies and its own security precautions in place to keep
intruders out.

It is common to assume that because there are contracts in place, the
recovery will go smoothly because the hardware is compatible. Hardware is
often considered to be interchangeable because it is a commodity item. This is
not necessarily the case, however. There are occasions when, even though con-
tracts are in place and hardware has been provided as compatible, it is difficult,
if not impossible, to recover.

The systems administrator and database administrator for BS Sunlight
run a regularly scheduled recovery test, which proceeds in the Usual -
manner. However, for this recovery testing, the hardwdre {which the
contract states must be compatible with what the organization has)
was changed because the hardware that BS Sunlight used for tape

backups was outdated and newer hardware, capable

‘of reading the

same kinds of tapes, was substifuted, SR T
No one, even after being alerted to the substitution; anticipated
that it would be af issuve. However, when the recovery starfed,
it quickly became apparent that the new tape drives were in fact
not able to read the tapes brought for the recovery. Despite the

best efforts of the organization’s contracts with the recovery site
and the software support contracts with all of the software vendors,
it was impossible to recover the operdting system to such a

state that it was able to be used, let alone any of the databases that

resided on that system. The gap was notin the people or in havn:ug
the n&cessary contracts in place. The gap was that the recovery site
did not have ‘d” proven method for dssuring tbqt: the contracted
_hardware was provided and in place when nesded, ar)d t}}at_ any
. contracted  organization could successfully recover its $ystems
should the need arise.

Emergencies can happen at any time, even when you’re a}ready in the m'idst' of
one. This chapter demonstrates the importance of preparing your organization
for an emergency situation, or even a disaster situation, in tbe.mldst of an exis-
ting emergency. These emergencies may be similar to t.he existing emergency, or
they can arise because insufficient or misdirected testing or other preparedness
issues. This chapter should help you identify potential issues and protect yourself
from further harm.

Test Your Skills -

MULTIPLE CHOICE QUESTIONS

1. Having a(n) plan for the eventuality that the primary plaq can-
not be followed will assist in alleviating the stress that occurs during a

disaster.

A. fallback
B. operational
C. backup

D. functional

2. Knowing that there is a secondary plan when the primaxjy plan cannot
be followed will ease the minds of _______ who are relying on the
recovery to occur seamlessly.

A. stakeholders

B. employees

C. company officials
D. all of the above
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Exercise 8.2: Proiect Strategies

1. As part of the disaster recovery planning at a medium-sized business,
you have been asked to develop a project plan to test the backups of
production systems.

2. Develop an outline of the project plan for the testing.

Exercise 8.3: Change Control

1. Disaster recovery planning requires change management of the plan, as
do the items involved in the recovery, since technological environments
change over time.

2. Ina well-supported eséay, describe how you should attempt to incorporate
the changes that occur to a large enterprise network over time in disaster
recovery planning.

Exercise 8.4: Testing Methods

1. Sometimes it is not feasible to conduct a complete real-world test of a
recovery.

2. Describe a recovery that would not be feasible to test with a real-world
simulation.

PROJECTS

Project 8.1: Survey

1. Using a list of companies in your aréa, ask five of them about the testing
of data backups or some other recovery area that needs testing.

2. Develop a comparison of how these' companies approach the recovery
testing and make a recommendation, on how each company might
improve its testing process.

Familiarize yourself with some of the technology used by an online
technology vendor, such as Dell. Write a thorough discussion of how

_ the vendor should approach testing the recovery of some aspect of
their technology with respect to the online ordering process.

i

Chapter

Continued Assessment
of Needs, Threats,

and Solutions

Chapter Objectives

After reading this chapter and completing the exercises,
you will be able to do the following:
m Determine the lessons that were learned during the test disaster recovery.
m Decide how to overcome the threats that were uncovered.

m Use SWOT (strengths, weaknesses, opportunities, threats) analysis as
an additional method of determining threats.

m Plan for eliminating threats going forward.

Iintroduction

he test is done; now it is time to determine what was learned in the test, and
what can be taken from the experience and used so that the same issues
(and there will be issues) aren’t repeated the next time.

What to Do After the Disaster Recovery Test

After the test, it is important not only to step back and regroup, but also to meet as a
team and discuss the lessons learned. This is not the time to assess or assign-blame.
This is the time to simply determine what was learned and what can be done better
going forward. It is important that the team meet, before a long enough period of
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downtime that the they begin to forget, at least once (typically more than once) to
discuss what was done well, what was done poorly, and what was learned.

Extensive notes should be taken during these meetings so everyone’s per-
ception of the lessons learned is captured. In the aftermath of the recovery or
the recovery test, some thoughts may not seem important or relevant, but after a
period of time they may appear to be more relevant.

What Was Learned?

The recovery test is over. The team has learned that either the organization can
or cannot recover, and that is all that was learned, right?

Not exactly. There are many things that may have been learned. For exam-
ple, the organization may be conducting backups at the wrong time. Missing
critical information in a given time period may be captured if the time is
changed by even a small fraction.

Perhaps the organization cannot recover because the tapes being used are
incompatible with the hardware on which it is trying to recover. This can mean
simply changing the kinds of tapes used, or changing the kind of hardware used
for recovery. This depends largely on the recovery site and the recovery solution
that may be under contract.

Perhaps there were missed applications, files, or databases that should
have been backed up in order to fully recover the organization’s systems. These
missed applications are often the ones that are sitting on someone’s PC that they
never think of even being there until they need it; they are the only ones who use
it, and they are the only ones who will notice that it is missing. This information
needs to be captured so changes in strategy can be made,

There are often applications that people forget that they rely upon for their
day-to-day jobs. For example, a reporting database, written in Access and resid-
ing on a user’s computer but shared among all of the people in the department,
might not make the list of critical applications. This application would likely be
homegrown and might make use of information gathered from multiple data-
bases and massaged into a format that is easier for the end users to work with.
Without this application, it would take several times longer for the users to
perform their daily reporting and decision-making duties. The users likely
would take this application for granted (after all, it was likely not purchased but
built internally by a member of the group rather than a member of the IT
development staff), the computer on which it resides may not make it into the
backup schedule, and the information contained could be lost.

Depending on your backup strategy and how much information and
backup software you keep with each copy of your recovery backups, you may
find that, when you attempt to recover, you are unable to because you have not
taken into account that the software may not be loaded on the computer on
which you recover. Or you may find that the version of the software that you
have available is not the version that is required to read the files that you have

restored. You may have upgraded your installation, but not the backup files of
the software to reflect this upgrade. o

Any number of things can be uncovered or unrecoverable during either
the recovery testing or the recovery proper. It is just as important, however, to
determine things that may have gone particularly well. If you have gone
through the recovery process a number of times, you may have a gengral feel
for how long each piece of the recovery process will take to accomplish. Per-
haps someone in the organization came up with a new way to do the bac@ps
so that the recovery could be accomplished in half the time. The time savings
shortened the timelines on the critical path and all the systems dependent on
the shortened recovery were likewise finished early. This was brought out as a
lesson leaned from the recovery at the next postmortem debriefing.

Although it is important not to assign blame for things that went badly, it
is often beneficial to morale to give kudos for things that went particularly well.
It is often to the team’s benefit to praise even minor achievements. Although it
is important to not appear to be insincere, it is also important to provide positive
reinforcement.

Radical Risk Management, a Miami, Florida company, had been
holding recovery tests every January in Denver, Colorado for several
years. The tecovery team flew in to the recovery ared, as was fhefr
standard practice: They requested that the company that stored their
tapes send thém to the recovery area $o they were there when the
team arrived, as was their standard’ practice. ( M
The team arrived on time, but the tapes were running a bit behind
schedule. When' the tapes finally arrived, there was ice inside ihe
tapes and water inside the tape case. Apparently tberg were prob-
lems during shipping (presumably only during shipping) and the
tapes appeared to be unusable. -
The tedin, in.the spirit of disaster recovery, made the decision to _
attempt to fecover anyway and see what they could salvage and
what they could learn. After filing a claim with the tape storage com-
pany, they spent the entire first day of their recovery effort rying to
dry out the tapes and restore them to a condition where they could be
read from and written to: _Y ' B
~ Although they weré unable—due in part fo lack of time and in
part fo the degraded ¢ondition of the tapes—to completely recover,
they were able to take back.a new set of lessons learned on new and
innovative ways to dry out wet tapes,-which they shared not only with
their organization, but also with their trading partners too.




ny

v

f 248 CHAPTER 9 | Continued Assessment of Needs, Threats, and Solutions

During these sessions, it is important to remember to stay on task as much
as possible. It is also important that the meetings not become a place to judge
either processes or people but to find facts. If the meetings become a place

where blame is assigned, people will become defensive and little will be
learned. Remember, the team is just that—a team.

What Will Be Done Differently

Once the fact-finding meetings are complete, and this has to be decided by each
individual organization, it is time to make decisions on what the organization,
and the team, will do differently during the next recovery (whether it is a test or
an actual recovery).

There are many places where things are likely to change, depending on what
was uncovered in the meetings. There may simply need to be alterations made in
the documentation, or there may need to be changes made in the overall process.
Some will be small and simple to implement; others will be broader in scope and
scale and will take cross-functional effort.

These meetings on changes to make should occur as soon after the recov-
ery as possible. This is for two reasons: first, to make sure that you don’t lose
the momentum gained at the recovery and immediately following; and second,

~ to allow as much time for the implementation of the changes as possible before

the next recovery effort.

Changes should include any measures that can be added to make security
tighter at the next event. These incremental security changes will be simpler to
implement than if several iterations pass with no changes and then it becomes
apparent that the changes are necessary. Because disasters deal almost entirely
with security or lack of adequate security, it is important that security stay
uppermost in everyone’s mind.

The recovery planning process often seems to become rote and the real
purpose lost in the process. People forget that the purpose is to recover the
organization and get lost in the details of getting through the meetings and the
recoveries. It likely will not be possible to get the people really excited about the
prospect, but keeping a level of awareness and ,?xcitement is something that
needs to be a goal of the team.

It is important that every item that ends up in the “what we learned” cat-
egory be at least examined in the “what we will do differently” meetings.
Even if all that the group does is state the situation and open it for discussion,
at least the issue will have been aired and addressed as relevant or irrelevant
and can then be put to rest. Not only does this allow all issues that arise to be_
addressed, it also allows the people involved to feel validated and their opin-

ion valued. Remember, morale is as important in the recovery team as it is
anywhere else.

Threat Determination in System.

Based on the outcome of testing and the follow-up debriefing meetings, 1t 1s
possible to determine what the uncovered risks are for thfa system. Thesg thre;at.;
include spoofing, tampering, repudiation, information dlsclqsure, an.d enial 0
service, and level of privilege. It is important to note Fhat in % static en}\lnron-
ment, for a given system design, the threats to that design (.10n't really cdz.mge';
However, as the system evolves or as the systes .surroundl.ng it apd fee ing i
evolve, so do the threats to the system. Organizations are, if nothing, cczr/;tmuc;
ously changing. This is becoming more and more the case. Look at Who ox_zre;
My Cheese and Managing Chaos and C?mfz:lexzty, two books about managing
reanizations in their times of change.
peoplliiﬁi::ll%', once they have a disaster recovery plan, _and even rnoreh S0 te;ﬁer
they have started to test the plan, many org'amgatlons simply 1gnor;a that ; ;:re
may be emerging threats to their organization. They may feel t z;: ey
have done due diligence and that is all they need to (.10. }f they are lucky, they are
right. It is more likely that something that they didn t notice sneakmg.up l:)ri
them will cause issues later, or there will be an issue with the recovery site ht a
they never considered. After all, it is a recovery site; they are sxg)posid to have
plugged all the holes, right? Maybe. Maybe not. Why take the ¢ nance? _
Think about it. A new system may be created that feeds its information
into a system that you are already bacl?ing upasa part of the recgvert}}l1 effmr'lt:
The new system may or may not be included in the backups, but the co :
nectivity between the new source system and the old target system may no
be accounted for, and the dependencies be?twet.en the two systems may
not have made it into your documentation. This might mean that your r.ecolxll-
ery efforts are misplaced and that you are now recovering systems in the
wmn%)(r)ig:; may be holes in the security system Fhat have been pll}gged 1n_the
primary location but that have not been plugged in the recovery site fcau.or'l.
These security issues may include the screening of people'who ha\{e ; e pI;I-VI-
lege to access the systems at the recovery site. You may flqd that information
ends up being misappropriated by peop!e that you are trusting at tl}e recovery
site or that people on the outside have gained access to your information km vsfa)t's
that you had not anticipated, but trusted the recovery site to have taken into

consideration.

Threat Classification

In classifying the threats to each system and to each component of a system
(including the human components), you can look at each kind of threat and
determine what kinds of attacks associated with the threat could be launched at

each component.
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Each kind of threat attack can be further broken down as to whether they
are mitigated threats or unmitigated threats. After recovery testing, the team
should go back through the systems and look at the threats and determine
which are mitigated (ones that have been taken into account in the recovery
plan or removed from the equation) and which are unmitigated (those which
still allow for vulnerabilitiesy. Many unmitigated risks may go undiscovered
until the tests have been conducted.

It is often beneficial to have someone on the team designated to attempt to
find the holes in the system while the recovery is taking place. This is, in theory,
the closest you are going to get to a replica of your production system, and
allowing access to the system by someone who is determined to find the places
where it may be broken is often a benefit. It may even be to an organization’s
benefit to schedule at least one test cycle that is dedicated to finding all the
places where the system can be broken.

By throwing as many people at the problem as possible, it is possible to
find many previously undetected holes. An organization may even consider
hiring a consultant with experience in locating weaknesses in a system to point
them out. Examples of some potential holes follow.

Spoofing  Spoofing refers to one person or entity electronically masquerad-
ing as another by falsifying data, redirecting URLs, or redirecting messages to
an alternative site. This masquerading can lead to an illegitimately gained com-
petitive advantage by scavenging information from the business or to illegal
activities by stealing information or money.

Spoofing can be the end result of many different kinds of attacks. Any
attack that gains someone information can result in that information being used
to spoof others into revealing even more information to thé hacker or to trusting
that person with business to which they should not be a party.

Spoofing can include phishing or Web page spoofing. In phishing, an
organization’s Web page or Web page design is copied (granted, easy enough
to copy directly from the Internet, but why bother if you have access to the
information directly from backup tapes, from recovery site servers, or from
downed servers in a primary location left unguarded in an emergency
situation), and unsuspecting victims provide personal information or make
purchases of things that are not legitimate. This attack is often directed at
banks and financial institutions (or rather, at the customers of these compa-
nies) and is often performed with the aid of URL spoofing, which exploits
Web browser bugs in order to display incorrect URLs in the browser’s loca-
tign bar; or with DNS cache poisoning as a means to direct the legitimate
user away from the initial target to the fake one. Once the user enters his or
her password, the attack-code .reports a password error, redirects the user
back to the legitimate site, and poof—the user ID and password are grabbed.
The easiest way to get the user to believe that the site is legitimate is to use
the legitimate site (or a copy of it) as the bait.

1]

Another form of spoofing is pharming. Pharming-occurs when the spoofer
sets up a redirection of a domain name from its intended IP address destination to
an alternative destination in order to gain access to sensitive information (credit
card numbers, account numbers, passwords, and PINs). The spoofer sets up a Web
site that is almost identical to the original (PayPal is one common example) and
gets people to log into the incorrect site, thereby farming—or pharming—the
information that they want from the people who have been redirected. Often the
redirect is accomplished by means of spam being sent to let people know that
their account may have been compromised and that they will need to log in again
to verify their account information. Another method of pharming can be set up to
prevent the user’s computer from contacting the legitimate DNS, by installing a
virus on the victim’s computer, by compromising the user’s firewall or router, or
by changing the user’s hosts file so that domain names will map to an incorrect IP
address. All these places can be easily obtained using information that you may
have left behind during a recovery, during a test, on a set of backup tapes, or even
on the server, left unguarded during a declared disaster.

Although spoofing isn’t something that is necessarily more prevalent in a
recovery situation, and keeping in mind that spoofing typically requires a close
approximation of the “target’s” Web site, the easy availability of the Web site
from a recovery server may be a hole that no on considered.

Tampering The tests may uncover places where tampering may occur, either
at the primary business location or at the recovery site. It is important to make
note of the differences between the primary business location and the recovery
site when making the distinction in tampering, and special attention needs to be
paid to the places where tampering can occur at the recovery site. Although you
will not likely have control over, or even access to, all the places at the recovery
location where tampering may occur, anywhere you find that might fall into the
category of a tampering-prone location should be investigated and noted.

There may be times or places in the recovery location where people out-
side of the control of the recovering organization have access to system data.
They may have custody of the recovery media (allowing them to make a copy)
and they may have access to the data at a low level where they could scavenge
or make alterations to the data while it is within their control. It is important to
research where nonorganizational people might have access to either the recov-
ery media or the servers on which the data is being recovered and place that
information in the recovery document. Although changing the data during a test
would not result in much of an effect on an organization, similar alteration dur-
ing an actual declared disaster could potentially affect the entire organization
and its relationship with its competition and upstream and downstream partners.
These situations should be noted as potential risks of the recovery site and care-
ful note should be made during testing and actual recoveries.

Are there sufficient firewalls and DMZs in place at the recovery site?
Are your cryptography keys working as anticipated? Is the security to the
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network and physical security to the servers and the sever room allocated to
your recovery sufficient?

If you are working on this as a small business/sole proprietorship (home
based or otherwise), make sure that your LAN and/or wireless settings are ade-
quate for the location. If necessary, get another computer (PDA or laptop) to
check and make sure that the network is secure. Make note of any inconsisten-
cies that you uncover and determine what, if anything, should be done in order
to fill in the gaps.

Post recovery, these locations and situations should be investigated further
and plans made to mitigate the chance that tampering can occur.

Repudiation To explain repudiation, it is important to first look at nonrepu-
diation. In authentication terms, nonrepudiation means that a user or a server
cannot later (after they have performed an action) deny that they performed the
action in question. '

This speaks to the ability of an organization to ensure the security and
recoverability of their cryptographic keys. Compromised keys (did you remember
to scrub the servers at the recovery site and remove all traces of the organization’s
data and systems from the servers?) can be used by someone with less-than-
honorable intentions for fraud.

Cryptographic Keys ]

A cryptographic key is the piece of information that one computer
uses to control its mathematical computation of the encryption algo-
rithm to ensure that all secure messages are sent in encrypted format,
(typically) with a digital signature that ensures the message originated
with the sender and gets to the receiver in the same format as it was
sent. This is critical to allowing a business to do business in many
cases, because digital signatures-are what allow a business iransac-
tion to occur digitally and remain a legally binding transaction.

Encryption with one private key requires decryption with its cor-
responding public key. Encryption with another key, or decryption with
a different key, will result in either message text encrypted with an
entirely different cryptographic key or the inability to decrypt the
cipher when it is read.

Keeping your private key safe and secret is often one of the most
difficult, yet most practical, issues with cryptography. Anyone who
obtains the key can recover a message or set of messages, decrypt
messages that are intercepted, or spoof other people by using your
keys to get people to trust them rather than your business.

This information and process is key for the purpose of nonrepu-
diation for an organization. An organization, as well as a person,
needs to be uniquely identifiable and needs to take every measure
necessary fo ensure that identity theft has not or cannot occur.

Denial of Service Recall that denial of service attacks are a type of attack
waged on a network in an attempt to flood the network, thereby bringing the
network to its knees. Some exploit TCP/IP limitations, whereas others simply
bombard a server in an attempt to render it unusable for a period of time.

Although an organization may have measures in place to limit its expo-
sure to a DoS attack, these measures may not be entirely captured in a recov-
ery plan and may not limit the exposure that the organization may face at the
recovery site. Although uncovering this may be difficult, it is worth the effort
to attempt to discover whether the measures that your organization has taken
to limit DoS attacks and their effects will carry through to the recovery site.
This will give you the added assurance that, should recovery to this site be
necessary, your organization’s existing efforts will be enough to make sure
that you will be able to recover the measures to prevent these attacks as well.
The results of these kinds of tests or hack attempts should be included in your
recovery documents.

Threat Tree After you have identified the points where the system or sys-
tems might be vulnerable and you have determined that you may be open to a
threat at one or more of those points, consider the following types of questions:

m  What security mechanism do we already have in place to protect this
resource?

What security mechanism can we put into place to protect the resource?

m  Are there any associated interfaces or transactions that have to be taken
into account when looking at the system or the threat?

One tool that is useful in setting up the test for threats (or in analyzing
them after they have been discovered) is a threat (or attack) tree. A threat tree
allows you to determine the level of risk associated with each threat of attack
and determine if you, as a team Or as an organization as a whole, have success-
fully mitigated that risk. -

A threat tree is a diagram, bearing an uncanmy likeness to a flowchart,
showing a hierarchy of threats or vulnerabilities. It shows, graphically, what
might be going on in the mind of someone mounting an attack. The ultimate
goal of the attack or threat is at the top of the inverted tree. Each level shows the
step-by-step process that might be required to carry out the attack. Figure 9.1 is
a simple threat tree for someone who might be considering stealing a bicycle.
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FIGURE 9.1. Threat tree for stealing a bicycle.

O}ltline An alternative for the graphic flow diagram for an attack tree
might be to take the same kind of approach, but rather than using a flow chart

outline the same details. The bicycle theft example in an outline might be as
follows?

1. Steal bicycle
A. Pick the lock
B. Learn the combination
1. Find it written down somewhere
2. Get it from owner
a. by blackmail
b. by bullying or threatening
c. by eavesdropping on owner telling someone
1. overhear or oversee
2. justask
d. bribe the owner to tell
C. Cut the chain (probable)

D. Use akey
1. Take it from the owner
a. by blackmail
b. by bullying or threatening
c. by bribery
2. Find the key
E. Find the bike improperly chained
Notice that the flow chart entails less typing.

SWOT (Strengths, Weaknesses, Opportunities, Threats)

Another useful tool for disclosing not only where there are threats to the organ-
ization and the recovery process but also the strengths and weaknesses in the
plan, as well as opportunities for improvement is SWOT analysis.

Typically organizations conduct SWOT analyses to determine where they
stand with relation to their competitors or to the market as a whole. Marketing
classes typically focus on SWOT analyses as a unit and time is spent looking at
the different strengths, weaknesses, opportunities, and threats to the organiza-
tion from competition. But if we look at anyone or anything attempting to break
through our security measures, either deliberately or accidentally, we can apply
the same kind of thought process to determining if our recovery plan and our
testing scenario is sufficient.

Traditional SWOT Analysis |

Traditional SWOT analyses are tools used by organizations to audit
the organization’s environment. Typically, they are the first tools
used by marketers to target key issues. SWOT stands for strengths,
weaknesses, opportunities, and threats. Strengths and weaknesses
are traditionally internal factors, and opportunities and threats are
external factors.

Figure 9.2 is the graphic that typically accompanies a SWOT
analysis. The further away from the center line a situation is, the fur-
ther away it is from the opposite idea. The further away from a
weakness a strength is, the stronger it is. The further away from an
opportunity a threat is, the bigger the threat. Sometimes it is helpful
to plot the location on the squares where you think each “thing” is.
This will help you to see where they lie in relationship to each other
and visualize how to mitigate them into the center.
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SRR

FIGURE 9.2. SWOT analysis graphic.

tS.trfngths The S in SWOT stands for strengths. What things were done par-
t1cu z.:u:ly well in recovery planning and recovery testing? What steps were taken
IZ ;mtlgat.e; 'the risk t(; the organization from a disaster that addressed a particu-
Ily sensitive area ot potential disaster? These should b in thi
7 e

o e s addressed in this part

Typically, .strengths poin? out places where an organization might have
core co}xlnpetenmes or a competitive edge over the competition. Looking at it this
way, what are the core competencies of your organization’s plan? What special
precautions or special techniques did your team employ to make sure that you
were able to recover a particularly difficult system, or what technique did you

Use m a :hilufllglllg SltuathII m tllE Ieco EI) FICCESS tl]at allc Ed ) ou t: over

Weaknessgs ' Where there are strengths, there are also weaknesses. What did
your ngamzatlon do that didn’t work as well as‘it should have? What was
mussed as a potential risk? Were any of the systems u . i
AS 2 P nable t
R y. o be recovered in the
If you undo all the thqught processes that you employ to determine the
§trengths, you can !)etter think through what the weaknesses might be. It is
important that thinking through the weaknesses is done in neither a judgmental
gor a(lir(li accusatory manner, but only as a tool to find those situations that need to
¢ addressed so that in the future you can either overcome the situation or put

processes in place so lthat the weaknesses are less weak, less obvious, or elimj-
nated and even made into strengths. ,
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A weakness might be found td be a recovery process that is entirely too
slow. Thinking through it, new ways of backing up might be used to better facil-
itate recovery. If you take the people involved in the process out of the equation
and limit your analysis to simply the facts of the situation, it is easier to look at
objectively and to turn it around.

Opportunities Often, in the process of planning, recovering, and repeating
the cycle, people will have what might be termed as “Aha!” moments—times
when something that no one ever thought of, at least as it relates to the given
situation—can be used to make better use of resources, speed the recovery, or
allow the group to leverage the economies of scale or scope.

Someone might have read something in a magazine on the plane on the
way to the recovery site, or on the way back from the recovery site, they think
is something the organization might be able to leverage to their recovery
advantage. Perhaps there is an emerging technology that the organization
might be able to make use of, or perhaps the process might work better in a
different order.

These thoughts should be jotted down—on a piece of note paper, in the
margin of the recovery plan, on the back of a napkin—and brought into the
notes that accompany the recovery plan in the post-recovery meetings.
Although some of the opportunities may not end up in the planning and recov-
ery scenario, if they are never considered they certainly won’t be. Making note
of an idea that might make the recovery quicker, more efficient, or less prone to
human error might allow similar thought processes to occur later when the
analysis phase of the post-recovery debriefing occurs. Many times people have
wonderful ideas in the heat of the moment, in the midst of a trial (like the recov-
ery testing), that they will have forgotten when the stress is less or when they
are in a different situation. These might be tragically lost opportunities to make
the recovery process better if they are not noted somewhere permanently.

Opportunities are often realized simply because someone has had the
temerity to think outside the box. This should not only be tolerated but also
encouraged. It is one reason why many people from different parts of the organ-
ization should be brought into the process as often as possible. Although
younger members of the organization are often overlooked in the planning
process because they don’t have as much experience with the particular systems
in question, they can often be a wonderful source of new ideas and innovative
thinking.

Threat Finally, we look at the threats—threats that have been considered or
threats that have come to light because of the recovery testing and planning.
Some threats may not become apparent until the recovery testing exercise

begins and people start to think through what it is going to take, from a practi-
cal perspective, to recover the organization.
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Threats might be situations that endanger the organization’s security or
cause hardware or software failure, which become apparent only when the
recovery testing is in process. It might be an inadequacy in the recovery plan
that is discovered only in the process of recovering. It may even be a deficiency
in the backup strategy that ends up becoming an issue when the recovery is in
process.

Solution Determination

Once you have discovered your latest list of threats, ¢ither as an ongoing secu-
rity practice at your organization or as a result of your latest recovery test, you
have to decide what you are going to do about them. Ideally, every threat should
be addressed immediately, as it is a gap, a place where your organization may
find that it is in danger of a future disaster, or at the very least an emergency sit-
uation. However, realistically, many of these uncovered threats will find them-
selves relegated to the back burner in the organization or discounted as being
trivial or infrequent enough that they are simply not going to be dealt with.
Threats, like risks, can be weighted and categorized. Cost-benefit analysis
can be done on allowing the risks to remain or on pursuing a solution to them.
Many threats, particularly the ones uncovered during actual recovery attempts,
will likely have to be dealt with. It may mean simply changing your backup strat-
egy or including things in the backups that weren’t there before. It may mean that
additional testing will need to be done during the testing phase of the recovery.

Damage

What is the potential damage to your system from the threat? Will there be data
loss in the system? Will there be compromised data in transmission? Will there
be breached information? Is there potential for hardware damage or media
failure?

14

Reproducible N

Is the threat reproducible in the primary location? What is the chance that the
threat will succeed in the primary location? What is the chance that the threat will
succeed at the recovery location? (What is the difference in these two chances?)
What are the chances that someone will stumble upon the threat or gap?

Exploitable

How much effort will have to be exercised to find the threat? How much
benefit will there be if it is found and exploited? Don’t think that businesses
are the only ones concerned with cost-benefit analysis. Anyone trying to

intercept data or wreak havoc with your systems and their data will try only
as hard as it is worth trying for the benefit that they are liable to realize from
the success.

Users/Systems Affected *

How many people or systems can be affected by the threat if it comes to
fruition? If the threat is that someone could use your Internet connection on
your wireless network, but there is no data that they can access and there is no
harm they can cause other than making use of the connections, the users
affected may be minimal. However, what can someone do with a pirated
Internet connection? Can they use your connection to bounce to another con-
nection, and thereby point the finger at your connection when they wreak
havoc on another system? Be realistic, but understand that what you view
as minimal impact to your organization might be far more extensive than
anticipated.

Discoverable

How difficult would it be for the threat to be discovered by someone who really
wants to find it? Backdoors in some operating systems are well known by
some people, and they are more than capable of testing systems to see if the
backdoor is open. This means that the threat is very discoverable. However, an
internal system that is used by one or two people, not connected to the net-
work, and has one or two default passwords in some of its systems might be
nearly impossible for anyone to detect and therefore is not very discoverable.

This chapter demonstrates how continued diligence is necessary in making
sure that an organization’s changing needs are taken into account and how
planning needs to change along with them. We have found where we might be
able to leverage processes that we have in one area to make another more effi-
cient, and we have determined that thinking outside the box is just as impor-
tant in a disaster recovery perspective as in any other. We have seen how to
plan and execute a disaster recovery, whether as a drill or in actual fact. We
can now go into an organization and become a productive member of the
planning and recovery team.

Through practice (either in an organization or in our daily lives as users of
systems and data), we can enable ourselves to think more critically and more pro-
ductively over time so that we can make sure that (from term papers to the systems
of Fortune 500 organizations) we can recover quickly and efficiently.
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