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This book provides readers with a clear picture of the field of instructional design and technol-
ogy. Many textbooks in the IDT field focus on the skills needed by instructional designers and
technologists. However, we believe that professionals in the field should be able to do more than
just perform the skills associated with it. They should also be able to clearly describe the nature
of the field, know and understand the field’s history and its current status, and describe the trends
and issues that have affected it and will be likely to do so in the future. This book will help readers
attain these goals.


Organization of the Book
Organized into nine sections, the first section of the book focuses on foundational issues—defining
key terms in the field and presenting its history. The second section, addressing the theories and
models of learning and instruction that serve as the basis for the field, discusses wide arrays of
viewpoints ranging from cognitive and behavioral perspectives to some of the views of teaching
and learning associated with constructivism and the learning sciences. Two of the often over-
looked phases of the instructional design process, namely, evaluating and managing instructional
programs and projects, receive attention in section three, with particular emphasis on current
methods of evaluation, including return on investment, and on how to manage design teams and
scarce resources. The fourth section of the book hones in on key ideas and practices associated
with performance improvement. A variety of non-instructional solutions to performance problems,
such as performance support, knowledge management, and informal learning, are described. The
fifth section of the book describes what IDT professionals do in a variety of work settings,
including business and industry, the military, health care, P–12 schools, and higher education.
Global trends in instructional design and technology, section six of the book, offers insights
about the instructional design practices and technologies employed in parts of Europe, Asia, and
Africa. Section seven focuses on how to get an IDT position and succeed at it. In addition to
offering suggestions to job seekers, the section describes some of the organizations and publica-
tions that will foster the growth of IDT professionals. The eighth section explores new directions
in the field, including the impact of recent trends such as social networking, virtual worlds, and
game-based learning. The last section of the book addresses some of the current issues in the field
of instructional design and technology. Topics such as diversity, accessibility, professional ethics,
and the benefits of different levels of instructional guidance are among the current-day issues
addressed.
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What’s New in This Edition?
The third edition of this book differs significantly from the second edition. One major difference
is the inclusion of 18 new chapters in this edition. Many of these chapters provide an in-depth
look at topics that were either not covered, or briefly touched upon, in the second edition. These
thoroughly new chapters focus on:


• Constructivism (Chapter 5)
• The Learning Sciences (Chapter 6)
• Designing for Problem Solving (Chapter 7)
• Instructional Theory for a Postindustrial World (Chapter 8)
• Return on Investment (Chapter 11)
• Performance Support (Chapter 15)
• Instructional Design in P–12 Education (Chapter 21)
• Instructional Design in the Developing World (Chapter 23)
• Instructional Design in Asia (Chapter 24)
• Instructional Design in Europe (Chapter 25)
• Reusability and Reusable Design (Chapter 30)
• Web 2.0 and Social Networking (Chapter 31)
• Game-Based Learning (Chapter 33)
• Virtual Worlds (Chapter 34)
• Professional Ethics (Chapter 35)
• Diversity and Accessibility (Chapter 36)
• The Changing Nature of Design (Chapter 37)
• The Benefits of Different Levels of Instructional Guidance: A Debate (Chapter 38)


In addition to these new chapters, many of the other chapters have been extensively revised.
These chapters include:


• Characteristics of Instructional Design Models (Chapter 2). This chapter now includes an
entirely new major section devoted to whole task approaches to the instructional design process.


• A History of Instructional Design and Technology (Chapter 3). New sections discuss recent
increases in the use of digital media and informal learning in a wide variety of instructional
settings, and the impact of these events on instructional design practices.


• Motivation, Volition, and Performance (Chapter 9). An extensive discussion of volition has
been added to this chapter.


• Evaluation in Instructional Design (Chapter 10). Descriptions of several evaluation models
that were not previously discussed (i.e., Brinkerhoff, Patton, and Rossi) have been added to
this chapter.


• Informal Learning (Chapter 17). This chapter now contains an extensive discussion of how
reliance on informal learning has increased as a result of the expanding use of Web 2.0 and
social networking tools.


• Five University Roles for Designers from Three Nations (Chapter 22) now includes an au-
thor from Japan, who describes the Japanese experience, as well as authors from Australia
and the United States.


• Professional Organizations and Publications in Instructional Design and Technology
(Chapter 28) has been revised and updated and includes twenty professional organizations
and fifty publications of interest to members of the IDT community.


• E-Learning and Instructional Design (Chapter 29) explores the primary drivers of e-learning
such as convergence, virtual social learning communities, and personal technologies.
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Also new to this edition of the book are end-of-chapter summaries of the key principles dis-
cussed in each chapter. These summaries are designed to help students recall the key ideas
expressed throughout each chapter.


The case-based application questions that appear at the end of each chapter of the book should
also be mentioned. While a few questions of this type appeared in the previous editions, in this
edition the majority of application questions present students with authentic (“real-world”) prob-
lems and require them to solve those problems. We have used these sorts of application questions
in our classes for quite a few years, and our students have indicated that trying to solve them
has really helped them to learn how to apply the key principles and practices associated with the
various trends they are studying.


New! CourseSmart eTextbook Available
CourseSmart is an exciting new choice for students looking to save money. As an alternative to
purchasing the printed textbook, students can purchase an electronic version of the same content.
With a CourseSmart eTextbook, students can search the text, make notes online, print out reading
assignments that incorporate lecture notes, and bookmark important passages for later review. For
more information, or to purchase access to the CourseSmart eTextbook, visit www.coursesmart.com. 
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Introduction


Robert A. Reiser
Florida State University


and


John V. Dempsey
University of South Alabama


Many of us who have been in this field for a while have had the experience of facing our parents and
trying to explain our profession to them. Long explanations, short explanations—the end result is
always the same. Our parents go cross-eyed and mumble something like, “That's nice, dear.”


How about your parents? How much do they know about the field you are now studying, the
field this book is about? They probably can’t describe it very well; perhaps they can’t even name
it. But that puts them in some pretty good company. Many professionals in this field have trouble
describing it. Indeed, many of them aren’t sure exactly what to call it—instructional technology,
educational technology, instructional design, instructional development, instructional systems, or
instructional design and technology (IDT), the name we, the editors of this book, have decided to
use. Just what is the nature of the field that practitioners call by so many names? This is the basic
question that the authors of the chapters in this book have attempted to answer. 


This volume grew from each of our experiences in teaching a “Trends and Issues” course at
our respective universities (together, we have a total of almost sixty years of experience teach-
ing a course of this nature!). For many years we used an ever-changing collection of readings
from a variety of sources. For all the differences between our two courses, there were greater
similarities. (Dempsey was, after all, a student in Reiser's Trends & Issues course shortly after
movable type was invented.)  So, it was natural that we spoke together on several occasions about
the kind of text we would like to have, if we had our druthers.


When the folks at Pearson Education encouraged us in our delusions, our first idea was to produce
a book of reprints from germane periodicals. As our discussions continued, however, we decided to
invite a number of the most talented individuals we know in the field to contribute original manu-
scripts. The result is this book, Trends and Issues in Instructional Design and Technology.


The many talented authors and leaders in the field who have contributed to this book join with
us in the hope that by the time you finish reading it, you will have a clearer  picture of the nature
of the field of instructional design and technology, and the trends and issues that have affected it
in the past, today, and in the future. If we succeed in our efforts, then you may be able to clearly
describe our field to your parents, or anyone who will take the time to listen.


ix
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Chapter 1
What Field Did You Say You Were In?


Defining and Naming Our Field1


What are the boundaries of the field we are in? Howshall we define it? Indeed, what shall we call it?
These are important questions that professionals in our
field should be able to answer or, because there is no gen-
erally accepted “correct” answer, at least be able to discuss
intelligently. This chapter is intended to provide you with
information that should help you formulate some tentative
answers to these questions. The chapter will examine how
the definition of the field has changed over the years, pres-
ent two new definitions, and discuss the term that we will
use in this book as the label for our field.


Before beginning to examine the definitions of our field,
it is important to point out that not only have the definitions
changed, but the actual name of the field itself has often
varied. Over the years, a variety of different labels have
been used, including, among others, such terms as audiovi-
sual instruction, audiovisual communications, and educa-
tional technology. However, the term that has been used
most frequently has been instructional technology. This is
the term that will be used in the next few sections of this
chapter. However, the issue of the proper name for the field
will be revisited near the end of the chapter.


SECTION I Defining the Field


Robert A. Reiser
Florida State University


What is the field of instructional technology? This is a
difficult question to answer because the field is constantly
changing. New ideas and innovations affect the practices
of individuals in the field, changing, often broadening, the
scope of their work. Moreover, as is the case with many
professions, different individuals in the field focus their at-
tention on different aspects of it, oftentimes thinking that
the work they do is at the heart of the field, that their work
is what instructional technology is “really all about.”


Over the years, many attempts have been made to define
the field. Several such efforts have resulted in definitions that
were accepted by a large number of professionals in the field,
or at least by the professional organizations to which they be-
longed. However, even when a leading organization in the
field has endorsed a particular definition, professionals in the
field have operated from a wide variety of different personal
as well as institutional perspectives. This has held true
among intellectual leaders as well as practitioners. Thus,
throughout the history of the field, the thinking and actions
of a substantial number of professionals in the field have not
been, and likely never will be, captured by a single definition.


Early Definitions: Instructional
Technology Viewed As Media
Early definitions of the field of instructional technology
focused on instructional media—the physical means via
which instruction is presented to learners. The roots of the


1I would like thank Walter Dick, Don Ely, and Kent Gustafson for pro-
viding me with invaluable feedback on earlier versions of this manu-
script, portions of which previously appeared in Educational Technology
Research and Development (Reiser & Ely, 1997).
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field have been traced back at least as far as the first decade
of the twentieth century, when one of these media—
educational film—was first being produced (Saettler,
1990). Beginning with this period, and extending through
the 1920s, there was a marked increase in the use of visual
materials (such as films, pictures, and lantern slides) in the
public schools. These activities were all part of what has
become known as the visual instruction movement. For-
mal definitions of visual instruction focused on the media
that were used to present that instruction. For example, one
of the first textbooks on visual instruction defined it as “the
enrichment of education through the ‘seeing experience’
[involving] the use of all types of visual aids such as the
excursion, flat pictures, models, exhibits, charts, maps,
graphs, stereographs, stereopticon slides, and motion
pictures” (Dorris, 1928, p. 6).


During the late 1920s through the 1940s, as a result of
advances in such media as sound recordings, radio broad-
casting, and motion pictures with sound, the focus of the
field shifted from visual instruction to audiovisual instruc-
tion. This interest in media continued through the 1950s,
with the growth of television. Thus, during the first half of
the twentieth century, most of those individuals involved in
the field that we now call instructional technology were fo-
cusing most of their attention on instructional media.


Today many individuals who view themselves as
members of the instructional technology profession still
focus much, if not all, of their attention on the design,
production, and use of instructional media. Moreover,
many individuals both within and outside of the field of
instructional technology equate the field with instruc-
tional media. Yet, although the view of instructional tech-
nology as media has persisted over the years, during the
past fifty years other views of instructional technology
have emerged and have been subscribed to by many pro-
fessionals in the field.


1960s and 1970s: Instructional
Technology Viewed as a Process


Beginning in the 1950s, and particularly during the 1960s
and 1970s, a number of leaders in the field of education
started discussing instructional technology in a different
way—rather than equating it with media, they discussed
it as being a process. For example, Finn (1960) indicated
that instructional technology should be viewed as a way
of looking at instructional problems and examining fea-
sible solutions to those problems. And Lumsdaine (1964)
indicated that educational technology could be thought
of as the application of science to instructional practices.
As you will see, most of the definitions of the 1960s and
1970s reflect this view of instructional technology as a
process.


The 1963 Definition


In 1963, the first definition to be approved by the major
professional organization within the field of educational
technology was published, and it too indicated that the
field was not simply about media. This definition (Ely,
1963), produced by a commission established by the De-
partment of Audiovisual Instruction (now known as the
Association for Educational Communications and Tech-
nology), was a departure from the “traditional” view of the
field in several important respects. First, rather than focus-
ing on media, the definition focused on “the design and use
of messages which control the learning process” (p. 38).
Moreover, the definition statement identified a series of
steps that individuals should undertake in designing and
using such messages. These steps, which included plan-
ning, production, selection, utilization, and management,
are similar to several of the major steps often associated
with what has become known as systematic instructional
design (more often simply referred to as instructional de-
sign). In addition, the definition statement placed an em-
phasis on learning rather than instruction. The differences
identified here reflect how, at that time, some of the lead-
ers in the field saw the nature of the field changing.


The 1970 Definitions


The changing nature of the field of instructional technol-
ogy is even more apparent when you examine the next ma-
jor definition statement, produced in 1970 by the
Commission on Instructional Technology. The Commis-
sion was established and funded by the U.S. government
to examine the potential benefits and problems associated
with increased use of instructional technology in schools.
The Commission’s report, entitled To Improve Learning
(Commission on Instructional Technology, 1970), pro-
vided two definitions of instructional technology. The first
definition reflected the older view of instructional technol-
ogy, stating:


In its more familiar sense, it [instructional technology]
means the media born of the communications revolution
which can be used for instructional purposes alongside the
teacher, textbook, and blackboard. . . . The pieces that make
up instructional technology [include]: television, films,
overhead projectors, computers, and other items of “hard-
ware” and “software”. . . (p. 21)


In contrast to this definition, the Commission offered a
second definition that described instructional technology
as a process, stating:


The second and less familiar definition of instructional tech-
nology goes beyond any particular medium or device. In this
sense, instructional technology is more than the sum of its
parts. It is a systematic way of designing, carrying out, and
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evaluating the whole process of learning and teaching in
terms of specific objectives, based on research on human
learning and communication, and employing a combination
of human and nonhuman resources to bring about more ef-
fective instruction. (p. 21)


Whereas the Commission’s first definition seems to re-
inforce old notions about the field of instructional technol-
ogy, its second definition definitely defines the field
differently, introducing a variety of concepts that had not
appeared in previous “official” definitions of the field. It is
particularly important to note that this definition mentions
a “systematic” process that includes the specification of
objectives and the design, implementation, and evaluation
of instruction, each term representing one of the steps in
the systematic instructional design procedures that were
beginning to be discussed in the professional literature of
the field (e.g., Finn, 1960, Gagné, 1965; Hoban, 1977;
Lumsdaine, 1964; Scriven, 1967). The definition also in-
dicates that the field is based on research and that the goal
of the field is to bring about more effective learning (echo-
ing the 1963 emphasis on this concept). Finally, the defi-
nition discusses the use of both nonhuman and human
resources for instructional purposes, seemingly downplay-
ing the role of media.


The 1977 Definition


In 1977, the Association for Educational Communication
and Technology (AECT) adopted a new definition of the
field. This definition differed from the previous definitions
in several ways. Perhaps most noteworthy was its length—
it consisted of sixteen statements spread over seven pages
of text, followed by nine pages of tables elaborating on
some of the concepts mentioned in the statements, as well
as nine more chapters (more than 120 pages) that provided
further elaboration. Although the authors clearly indicated
that no one portion of the definition was adequate by itself,
and that the sixteen parts were to be taken as a whole, the
first sentence of the definition statement provides a sense
of its breadth:


Educational technology is a complex, integrated process
involving people, procedures, ideas, devices, and organiza-
tion, for analyzing problems and devising, implementing,
evaluating, and managing solutions to those problems,
involved in all aspects of human learning. (p. 1)


Much like the second 1970 definition put forth by the
Commission, the 1977 definition placed a good deal of
emphasis on a systematic (“complex, integrated”) design
process; the various parts of the definition mentioned
many of the steps in most current systematic design
processes (e.g., design, production, implementation, and
evaluation). It is particularly interesting to note that the


1977 definition statement was the first such statement to
mention the analysis phase of the planning process, which
at that time was beginning to receive increasing attention
among professionals in the field.


The 1977 definition also broke new ground by incorpo-
rating other terminology that, within a period of a few
years, was to become commonplace in the profession. For
example, the definition included the terms human learning
problems and solutions, foreshadowing the frequent cur-
rent use of these terms, especially in the context of perfor-
mance improvement.


The 1977 definition also included detailed tables de-
scribing the various learning resources associated with the
field. This list gave equal emphasis to people, materials,
and devices, reinforcing the notion that the work of in-
structional technologists was not limited to the develop-
ment and use of media.


The 1994 Definition: Beyond Viewing
Instructional Technology as a Process


During the period from 1977 to the mid-1990s, many de-
velopments affected the field of instructional technology.2


Whereas behavioral learning theory had previously served
as the basis for many of the instructional design practices
employed by those in the field, cognitive and constructivist
learning theories began to have a major influence on design
practices. The profession was also greatly influenced by
technological advances such as the microcomputer, inter-
active video, CD-ROM, and the Internet. The vast expan-
sion of communications technologies led to burgeoning
interest in distance learning, and “new” instructional strate-
gies such as collaborative learning gained in popularity. As
a result of these and many other influences, by the
mid-1990s the field of instructional technology was very
different from what it was in 1977, when the previous def-
inition of the field had been published. Thus, it was time to
redefine the field.


Work on a new definition of the field officially com-
menced in 1990 and continued until 1994, when AECT
published Instructional Technology: The Definitions and
Domains of the Field (Seels & Richey, 1994). This book
contains a detailed description of the field, as well as the
following concise definition statement:


Instructional Technology is the theory and practice of de-
sign, development, utilization, management, and evaluation
of processes and resources for learning. (p. 1)


As is evident in the definition, the field is described in
terms of five domains—design, development, utilization,


2Many of these developments will be discussed in detail in succeeding
chapters in this book.
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management, and evaluation—five areas of study and
practice within the field. The interrelationship between
these domains is visually represented by a wheel-like vi-
sual, with each domain on the perimeter and connected to
a “theory and practice” hub. This representation scheme
was designed, in part, to prevent readers from coming to
the erroneous conclusion that these domains are linearly
related (Richey & Seels, 1994).


Unlike the second 1970 definition and the 1977 AECT
definition, the 1994 definition does not describe the field as
process oriented. In fact, the authors of the 1994 definition
state they purposely excluded the word “systematic” in their
definition so as to reflect current interests in alternative
design methodologies such as constructivist approaches
(Richey & Seels, 1994). Nonetheless, the five domains that
are identified in the definition are very similar to the steps
that comprise the “systematic” processes described in the
previous two definitions. Indeed, each of the five terms
(design, development, utilization, management, and evalua-
tion) or a synonym is used directly or indirectly in one or
both of the previous two definitions.


The 1994 definition statement moves in some other new
directions and revisits some old ones. For example, much
like the 1963 definition statement, the 1994 statement de-
scribes the field in terms of theory and practice, emphasizing
the notion that the field of instructional technology is not
only an area of practice, but also an area of research and
study. The documents in which the 1970 and 1977 definition
statements appear also discuss theory and practice, but the
definition statements themselves do not mention these terms.


In at least two respects, the 1994 definition is similar to
its two most recent predecessors. First, it does not separate
teachers from media, incorporating both into the phrase
“resources for learning.” And second, it focuses on the im-
provement of learning as the goal of the field, with in-
struction being viewed as a means to that end.


Although the 1994 definition discusses instruction as a
means to an end, a good deal of attention is devoted to in-
structional processes. The authors indicate that the
“processes . . . for learning” (Seels & Richey, 1994, p. 1)
mentioned in their definition refer to both design and de-
livery processes. Their discussion of the latter revolves
around a variety of instructional strategies, and reflects the
profession’s current interest in a wide variety of instruc-
tional techniques, ranging from traditional lecture/discus-
sion approaches to open-ended learning environments.


Two Recent Definitions
In the past few years, several definitions have been pub-
lished. In this section of the chapter, we will focus on two
of these—one that an AECT committee has recently


produced and one that we, the authors of this textbook,
have developed.


The Latest AECT Definition


In 2008, an AECT committee produced a book that pre-
sented a new definition of the field of educational technol-
ogy (AECT Definition and Terminology Committee,
2008). The definition statement that appears in the book is
as follows:


Educational technology is the study and ethical practice of
facilitating learning and improving performance by creating,
using, and managing appropriate technological processes
and resources. (p. 1)


One of the many useful features of the book is a series
of chapters devoted to explaining each of the key terms in
the definition statement and discussing how the new defi-
nition differs from previous ones. Some of the key terms
that the authors discuss in the chapters are described below.


One key term in the new definition is the word ethical.
This term focuses attention on the fact that those in the pro-
fession must maintain a high level of professional conduct.
Many of the ethical standards professionals in the field are
expected to adhere to are described in the AECT Code of
Ethics (Association for Educational Communications and
Technology, 2007).


The new definition also focuses on the notion that the
instructional interventions created by professionals in field
are intended to facilitate learning. The authors contrast this
viewpoint with those expressed in earlier definitions, in
which it was stated or implied that the instructional solu-
tions that were produced would cause or control learning.
The new perspective recognizes the important role that
learners play in determining what they will learn, regard-
less of the instructional intervention they are exposed to.


The new definition also indicates that one of the goals
of professionals in the field is to improve performance.
The authors indicate that this term emphasizes that it is not
sufficient to simply help learners acquire inert knowledge.
Instead, the goal should be to help learners apply the new
skills and knowledge they have acquired.


Unlike previous definitions, in which terms such as de-
sign, development, and evaluation were often used to denote
major processes or domains within the field, the new defini-
tion uses the terms creating, using, and managing to
describe the major functions performed by educational tech-
nology professionals. The creation function includes all of
the steps involved in the generation of instructional inter-
ventions and learning environments, including analysis,
design, development, implementation, and evaluation. The
utilization function includes the selection, diffusion, and
institutionalization of instructional methods and materials,
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and the management function incorporates project, delivery
system, personnel, and information management. The au-
thors point out that these three less technical terms are used
to describe the major functions so as to convey a broader
view of the processes used within the field.


The definition also uses the adjective technological to
describe the types of processes professionals in the field
engage in, and the type of resources they often produce.
The authors, drawing on the work of Galbraith (1967),
indicate that technological processes are those that involve
“the systematic application of scientific or other organized
knowledge to accomplish practical tasks” (AECT Defini-
tion and Terminology Committee, 2008, p. 12). The au-
thors also indicate that technological resources refer to the
hardware and software that is typically associated with the
field, including such items as still pictures, videos, com-
puter programs, DVD players, and so on.


The Definition Used in This Textbook


One of the many strengths of the new AECT definition of
educational technology is that the definition clearly indi-
cates that a focus on systematic processes and the use of
technological resources are both integral parts of the field.
The definition that we will use in this textbook emphasizes
these two aspects of the field as well as the recent influence
the human performance technology movement has had on
the profession.


As will be pointed out in later chapters in this textbook
(e.g., Chapter 14), in recent years many professionals in
the field of instructional design and technology (ID&T),
particularly those who have been primarily trained to de-
sign instruction, have been focusing their efforts on im-
proving human performance in the workplace. Although
such improvements may be brought about by employing
instructional interventions, careful analysis of the nature
of performance problems often leads to non-instructional
solutions, such as instituting new reward structures, pro-
viding clearer feedback to workers, developing perfor-
mance support tools (see Chapter 15), creating knowledge
management systems (see Chapter 16), and/or promoting
and enhancing opportunities for informal learning (see
Chapter 17). This new emphasis on improving perfor-
mance in the workplace via non-instructional as well as in-
structional methods has been dubbed the human
performance technology, or performance improvement,
movement. We believe that any definition of the field of in-
structional design and technology should reflect this em-
phasis. The definition that we have developed, and that we
will use in this book, clearly does so. The definition is as
follows:


The field of instructional design and technology (also
known as instructional technology) encompasses the


analysis of learning and performance problems, and the de-
sign, development, implementation, evaluation and man-
agement of instructional and non-instructional processes
and resources intended to improve learning and perfor-
mance in a variety of settings, particularly educational insti-
tutions and the workplace.


Professionals in the field instructional design and tech-
nology often use systematic instructional design procedures
and employ instructional media to accomplish their goals.
Moreover, in recent years, they have paid increasing atten-
tion to non-instructional solutions to some performance
problems. Research and theory related to each of the afore-
mentioned areas is also an important part of the field.


As noted earlier, this definition highlights two sets of
practices that have, over the years, formed the core of the
field. We believe that these two practices—the use of me-
dia for instructional purposes and the use of systematic in-
structional design procedures (often simply called
instructional design)—are the key defining elements of
the field of instructional design and technology. Individu-
als involved in the field are those who spend a significant
portion of their time working with media and/or with tasks
associated with systematic instructional design proce-
dures. We believe that one of the strengths of this defini-
tion is the prominent recognition it gives to both aspects of
the field. More importantly, we feel the proposed defini-
tion, unlike those that have preceded it, clearly points to
the efforts that many professionals in the field are placing
on improving human performance in the workplace
through a variety of instructional and non-instructional
means. There is no doubt that many of the concepts and
practices associated with performance improvement have
been integrated into the training that future ID&T profes-
sionals receive (Fox & Klein, 2003), and the activities
those individuals undertake once they enter the profession
(Van Tiem, 2004). The definition we have put forward
clearly reflects this reality.


Naming the Field: Why Should 
We Call It Instructional Design 
and Technology?
The definition proposed in this chapter also differs from
most of the previous definitions in that it refers to the field
as instructional design and technology, rather than
instructional technology. Why? Most individuals outside
of our profession, as well as many inside of it, when asked
to define the term instructional technology, will mention
computers, DVDs, mobile devices, and the other types of
hardware and software typically associated with the term
instructional media. In other words, most individuals will
equate the term instructional technology with the term








instructional media. This is the case in spite of all the
broadened definitions of instructional technology that
have appeared over the past thirty to forty years. In light of
this fact, perhaps it is time to reconsider the label we use
for the broad field that encompasses the areas of instruc-
tional media, instructional design, and more recently, per-
formance improvement. Any of a number of terms comes
to mind, but one that seems particularly appropriate is
instructional design and technology. This term, which has
also been employed by one of the professional organiza-
tions in our field (Professors of Instructional Design and
Technology), mentions both of the areas focused on in ear-
lier definitions. Performance improvement, the most re-
cent area to have a major impact on the field, is not directly
mentioned because adding it to the term instructional de-
sign and technology would make that term unwieldy, and
because in recent years, instructional design practices have
broadened so that many of the concepts associated with the
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performance improvement movement are now regularly
employed by those individuals who call themselves in-
structional designers.


In this book, our field will be referred to as instructional
design and technology, and we will define this term as in-
dicated above. However, regardless of the term that is used
as the label for our field and the specific definition you pre-
fer, it is important that you understand the ideas and prac-
tices that are associated with the field, and the trends and
issues that are likely to affect it. The purpose of this book
is to introduce you to many of those ideas, practices,
trends, and issues. As you proceed through this book, we
anticipate that your view of the field will evolve, and we
are confident that your understanding of the field will in-
crease. Moreover, we expect that you will be able to add
your reasoned opinion to the ongoing debate concerning
the “proper” definition and label for the field we have
called instructional design and technology.


Summary of Key Principles


1. Over the years, a variety of different labels have
been used as the name for the field that in this book
we refer to as instructional design and technology.
In recent years, other frequently used names for the
field have included instructional technology and
educational technology.


2. Definitions of the field have also changed over the
years. Changes in definitions are appropriate because
as new ideas and innovations affect the practices of
individuals in the field, definitions of the field should
be revised so as to make mention of those new
practices.


3. Whereas early definitions of the field focused on the
instructional media that were being produced by
professionals in the field, starting in the 1960s and
1970s a number of leaders in the field, working both
as individuals and as members of professional
committees, developed definitions that indicated that
instructional (or educational) technology was a


process. In particular, a process for systematically
designing instruction.


4. The goals specified in the various definition statements
have also shifted over the years. Whereas the earlier
definitions indicated that the goal of the field was to
bring about more effective instruction, later definitions
indicated that the primary goal was to improve
learning. The most recent definition statements
expanded this aim, indicating that the goal of the field
is to improve (or facilitate) learning and performance.


5. The definition of the field that we use in this book
focuses on the systematic design of instruction and
the use of media for instructional purposes, the two
sets of practices that have formed, and still do form,
the foundation of our field. The definition also
focuses on the efforts by many professionals in our
field to use a variety of instructional and non-
instructional means to improve human performance
in the workplace.


Application Questions


1. Define the field: Reexamine the various
definitions of the field that have been mentioned in
this chapter as well as several other definitions that
you find online and/or in other sources. Then
prepare your own definition of the field. This
definition may either be one you create, one that
was taken verbatim from this chapter or elsewhere,


or one that is a modified version of an existing
definition. In any case, be sure to reference the
sources you used in preparing your definition.
After you prepare your definition, describe why
you feel it is a good one.


2. Name the field: As mentioned in this chapter, there
are many labels for the field you are now studying.
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Chapter 2
Characteristics of Instructional Design Models


Instructional design (ID) is a system of procedures fordeveloping education and training curricula in a consis-
tent and reliable fashion. A system is an integrated set of
elements that interact with each other (Banathy, 1987).
Although the exact origins of the instructional design
process can be debated, Silvern (1965) presented an early
attempt to apply general systems theory (GST) as an
approach to accomplishing learning tasks and solving
instructional problems. Silvern’s model, and practically
all other early ID models, was based in behaviorism.
Although behaviorism is commonly associated with
B. F. Skinner and stimulus-response theory, many early
behaviorists held far more encompassing theoretical and
philosophical perspectives. Burton, Moore, and Magliaro
(1996) broadly defined behaviorism as the philosophy and
values associated with the measurement and study of hu-
man behavior. Cognitive psychologists, particularly from
the perspective of information processing, such as Gagné
(1985), have also made major contributions to the underly-
ing theories of instructional design.


Soon after behaviorism was acknowledged as a tenet of
instructional design, general systems theory (Bertalanffy,
1968) emerged as another fundamental tenet of instructional
design. The general systems concept is characterized as
being systematic, systemic, responsive, interdependent,
redundant, dynamic, cybernetic, synergistic, and creative.
Systematic merely means agreeing to adopt rules and proce-
dures as a way to move through a process. However, being


Robert M. Branch
University of Georgia
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systematic does not mean blindly following a sequence with-
out reflection on the process. Systemic stresses the applica-
tion of creative problem-solving methods. The evidence that
something is systemic is when you can observe that all com-
ponents of a system respond when a single component
within that system is stimulated. Responsive, within the con-
text of instructional design, means accepting whatever goals
are established as its orientation. Interdependence means that
all elements within a system are connected to every other
element within that same system, and therefore, all elements
depend on each other to accomplish the system’s goals.
Redundancy refers to duplicate processes and duplicate pro-
cedures that are intended to prevent failure of the entire
system. Dynamic means the system can adjust to changing
conditions and constantly monitors its environment.
Cybernetic means the elements efficiently communicate
among themselves for the purpose to steer, govern, and
guide. Cybernetics is most often associated with theories re-
lated to automated control systems. Synergistic means that
together, all the elements can achieve more than the individ-
ual elements can achieve alone. Thus, the whole is greater
than the sum of its parts. Creativity in instructional design
refers to the use of special human talents and imagination in
generating original ideas that permit instructional designers
to expand the limitations of any system. 


The nine characteristics just described enable a systems
approach to facilitate the complexities of an educational sit-
uation by responding to multiple components that form the
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system, the interactions within a system, and the interactions
that occur between different systems. Different learning out-
comes often require various applications to a general systems
concept. As a result, systems theory has been used as the
basis for the development of a wide variety of instructional
design models. The next section of this chapter describes
several such ID models.


“Traditional” Instructional
Design Models
One of the most popular and influential ID models was cre-
ated by Dick, Carey, and Carey (2005) and is depicted in
Figure 2.1. While instructional design has traditionally been
portrayed as rectilinear rows of boxes connected by straight
lines with one-way arrows and a return line that is parallel
to other straight lines, similar to the model as depicted in
Figure 2.1, it is worth noting here that the actual practice of
instructional design might be better communicated as a
curvilinear flow diagram. Curvilinear compositions of ovals
connected by curved lines with two-way arrows effectively
acknowledge the complex reality upon which instructional
design is practiced. Curvilinear portrayals of ID models tend
to communicate more iterations, which characterize the ac-
tual way instructional design is typically practiced (Branch,
1996). Figure 2.2 illustrates another example of an ID model
based on the systems approach to instructional design that
employs some curvilinear elements.


While there are a variety of ID models that have been
generated since the 1970s (Gustafson & Branch, 2002),
practically all ID models contain the core elements of
ADDIE (Figure 2.3). ADDIE is an acronym for analyze, de-
sign, develop, implement, and evaluate. ADDIE is based on
a systematic product development concept. The concept of


systematic product development has existed since the for-
mation of social communities. Creating products using an
ADDIE process remains one of today’s most effective tools.
However, ADDIE is not a specific, fully elaborated model in
its own right, but rather a paradigm that refers to a family of
models that share a common underlying structure. Accord-
ing to Molenda (2008), the ADDIE label seems to have
evolved informally through oral tradition, rather than having
been formalized as a term by a single author. Molenda fur-
ther asserts that ADDIE has become a colloquial term used
to describe a systematic approach to instructional design.


Analyze often includes conducting a needs assessment
(Rossett, 1993), identifying a performance problem in a
business setting or some other environment (Gilbert, 1978;
Harless, 1975), and stating a goal (Mager, 1984a). Design
includes writing objectives in measurable terms (Mager,
1984b; Dick, Carey, & Carey, 2005; Smith & Ragan, 1999),
classifying learning as to type (Gagné, et al. 2005; Merrill,
1983), specifying learning activities (Briggs, Gustafson &
Tillman, 1991), and specifying media (Reiser & Gagné,
1983; Smaldino, Lowther, & Russell, 2007). Development in-
cludes preparing student and instructor materials (both print
and nonprint) as specified during design (Morrison, Ross, &
Kemp, 2004). Implementation includes delivering the in-
struction in the settings for which it was designed (Greer,
1996). Evaluation includes both formative and summative
evaluation, as well as revision (Dick, Carey, & Carey, 2005).
Formative evaluation involves collecting data to identify
needed revisions to the instruction, while summative evalua-
tion involves collecting data to assess the overall effectiveness
and worth of the instruction. Revision involves making
needed changes based on the formative evaluation data.


It is important to note that the ADDIE activities typically
are not completed in a linear step-by-step manner, even
though for convenience they may be presented that way by


FIGURE 2.1 Example of a popular instructional design model. Dick, W., Carey, L., & Carey, J. (2005).1
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various authors. For example, during the life of a project, as
data are collected and the development team gains insights,
it is often necessary to move back and forth among the ac-
tivities of analysis, design, and formative evaluation and re-
vision. Thus, the iterative and self-correcting nature of the
instructional design process emerges as one of its greatest
strengths. Therefore, ID models should assure opportunities
for recurring and concurrent design activities from the be-
ginning to the end of the instructional design process.


Characteristics of Instructional Design
Although the ADDIE activities mentioned earlier repre-
sent the fundamental concepts of the instructional design
process, there are several characteristics that should be
present in all instructional design efforts.


1. Instructional design is student centered.
2. Instructional design is goal oriented.
3. Instructional design focuses on meaningful performance.
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FIGURE 2.2 An ID model based on a systems approach to instructional design (Branch 1996).
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FIGURE 2.3 The core elements of ADDIE.
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4. Instructional design assumes outcomes can be meas-
ured in a reliable and valid way.


5. Instructional design is empirical, iterative, and self-
correcting.


6. Instructional design typically is a team effort.


Instructional Design Is Student Centered


Student-centered instruction means that learners and their
performance are the focal points of all teaching and learn-
ing activities. Teaching and other forms of instruction are
simply means to the end of learner performance. Thus,
there may be no initial assumption that a live teacher is
even needed for the learner to achieve the stated objectives.
Self and group study, technology-based instruction, and
teacher-based strategies are all options to be considered,
with the result often being a mix of all these and other
strategies. Learners may also be given opportunities to
select their own objectives and/or learning methods in some
circumstances. This change in perspective from teaching
to learning represents a paradigm shift of immense power
when planning for effective educational environments.


Instructional Design Is Goal Oriented


Establishing well-defined project goals is central to the ID
process. Goals should reflect client expectations for the
project and, if met, ensure its appropriate implementation.
Unfortunately, many well-intended projects fail from lack of
agreement on the goals or the decision to put off this impor-
tant step in the false belief that this can be settled later. Iden-
tifying and managing client expectations are of particular
importance to the project manager, but team members also
need to share a common vision of the anticipated outcomes
of the project. The ultimate question for an instructional sys-
tem is, “Have the goals of the project been attained?”


Instructional Design Focuses
on Meaningful Performance


Rather than requiring learners to simply recall information
or apply rules on a contrived task, instructional design fo-
cuses on preparing learners to perform meaningful and
perhaps complex behaviors including solving of authentic
problems. Learner objectives are stated so as to reflect the
environment in which students will be expected to apply
the acquired knowledge or skill. Thus, there should be a
high degree of congruence between the learning environ-
ment and the setting in which the actual behaviors are per-
formed. While it is usually easier to identify performance
settings for training programs (e.g., operating a drill press)
than for school-based learning (e.g., a college biology
course), instructional designers should strive to identify
authentic performance measures for both settings.


Instructional Design Assumes 
Outcomes Can be Measured 
in a Reliable and Valid Way


Related to the issue of performance is creating valid and re-
liable assessment instruments. For example, if the objective
is to safely and efficiently operate a drill press, then a valid
(authentic) assessment technique would likely involve hav-
ing an observer with a checklist observe the leaner per-
forming selected drilling operations and also examining the
quality of the products created. In contrast, a multiple-
choice, paper-and-pencil test would not be a valid measure.
In schools, the issue of validity often is more complex, but
nonetheless the instructional designer can still ask how the
knowledge and skill might be applied or otherwise used to
enhance the validity of the assessment. Reliability concerns
the consistency of the assessment across time and individ-
uals. Obviously, if the assessment is not stable, its validity
is seriously compromised.


Instructional Design Is Empirical,
Iterative, and Self-correcting


Data are at the heart of the ID process. Data collection be-
gins during the initial analysis and continues through im-
plementation. For example, during the analysis phase, data
may be collected so as to compare what learners already
know to what they need to know. Guidance and feedback
from subject matter experts ensures the accuracy and rele-
vance of the skills and knowledge to be taught. Results of
research and prior experience guide the selection of in-
structional strategies and media. Data collected during
formative tryout identifies needed revisions, and data from
the field after implementation indicates whether the in-
struction is effective. Although the data may not always
bring good news, they are always “friendly” in that they
provide a rational basis for decision making and a basis for
successfully completing the project. Thus, the ID process
usually is not as linear and sequential as most ID models
imply.


Instructional Design Typically 
Is a Team Effort


Although it is possible for a single individual to complete
an ID project, usually it is a team effort. Due to their size,
scope, and technical complexity, most ID projects require
the specialized skills of a variety of individuals. At a min-
imum, a team will typically consist of a subject matter
expert, an instructional designer, one or more production
personnel, clerical support, and a project manager.
Sometimes a single individual may play more than one
role on a team, but larger projects invariably require
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greater specialization. For example, high-tech projects
may require computer programmers, videographers, edi-
tors, graphic artists, and interface designers. Demands for
logistic support in the form of clerical staff, librarians,
business managers, and system support expand as the size
and duration of projects increase.


Whole Task Approaches
to Instructional Design
Within the past decade, “traditional” instructional design
models, particularly models such as the ADDIE model of
instructional design, have came under attack (e.g., Gordon &
Zemke, 2000, van Merriënboer, 2007), generating consid-
erable debate about whether this type of approach is an
effective and efficient way to design instruction, especially
when the instruction is intended to teach learners how to
perform complex skills. A key criticism has been that tra-
ditional ID approaches emphasize breaking complex skills
down into their component parts, and designing instruc-
tion that initially focuses on teaching those component
skills. It has been argued that doing so leads to fragmented
instruction and is likely to result in learners having diffi-
culty integrating the various part-skills that are they learn-
ing; in other words, inhibiting learner ability to perform
complex skills (e.g., de Croock, Paas, Schlanbusch, & van
Merriënboer, 2002; van Merriënboer, 1997; 2007).


In response to this criticism, several “whole task” mod-
els of instructional design have been proposed. In general,
these models prescribe that throughout a sequence of in-
struction, learners should be presented with a series of pro-
gressively more difficult whole task problems of the type
that the learners will be expected to solve by the end of that
instructional sequence. A key idea is that such task se-
quences are more likely to enable learners to successfully
perform the complex whole task. The next two sections of
this chapter briefly describe two whole task ID models.


The Pebble-in-the-Pond Approach


In an attempt to overcome some of the aforementioned
problems, and as an extension of his work on first prin-
ciples of instruction, Merrill (2002a, 2002b) proposed the
pebble-in-the-pond instructional design model, an approach
to instructional design built around a progression of whole
problems or tasks (see Figure 2.4). This model is not a sub-
stitute for ID but rather a content-centered modification
of more traditional ID that facilitates incorporating first
principles into an instructional product.


Traditional ID advocates the early specification of in-
structional objectives. The problem with this traditional
approach is that instructional objectives are abstract repre-
sentations of the knowledge to be taught, rather than the


knowledge itself. Often the specification of the actual con-
tent is delayed until the development phase of the ID
process. Many designers have experienced the difficulty of
writing meaningful objectives early in the design process.
Often, after the development starts, the objectives written
early in the process are abandoned or revised to more
closely correspond with the content that is finally
produced.


Pebble-in-the-pond avoids this problem by starting with
the content to be taught (the whole tasks to be completed)
rather than some abstract representation of this content (ob-
jectives). Pebble-in-the-Pond assumes that the designer has
already identified an instructional goal (not detailed objec-
tives) and a learner population. The first step, the pebble, is to
specify a typical problem that represents the whole task that
the student will be able to do following the instruction. The
word specify indicates that the complete problem or task
should be identified, not just some information about the
problem or task. A whole task includes the information that
the learner is given and the transformation of this informa-
tion that will result when the problem is solved or the task
completed. The third component is to work the problem;
that is, to indicate in detail every step required to solve the
problem or complete the task.


Figure 2.4 indicates that the pebble-in-the-pond design
model consists of a series of expanding activities initiated
by first casting in a pebble, a whole task or problem of the
type that learners will be taught to accomplish by the in-
struction. Having identified an initial problem the second
ripple in the design pond is to identify a progression of
such problems of increasing difficulty or complexity, such
that if learners are able to do all of the whole tasks thus
identified, they will have mastered the knowledge and skill
to be taught. The third ripple in the design pond is to iden-
tify the component knowledge and skill required to com-
plete each task or solve each problem in the progression.
The fourth ripple is to determine the instructional strategy
that will be used to engage learners in the problems and
help them acquire the component knowledge and skill
required to complete the tasks or solve the problems. The


FIGURE 2.4 A pebble-in-the-pond model for instructional
design.
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fifth ripple is interface design. It is at this point in the de-
sign process that the content to be learned and the strategy
used to engage learners is adapted to the delivery system
and instructional architecture of the learning situation or
product. The ripples have now expanded sufficiently to en-
gage in the production of the instructional materials or sit-
uation. Merrill prefers the term production to the term
development, typically used in the ADDIE models since
too often actual specification of the material to be learned
is delayed in the traditional model until the development
phase.


It should be noted that pebble-in-the-pond is primarily
a design model; hence, we have not shown other necessary
phases of the ID process, such as front-end analysis, im-
plementation, and evaluation. These phases are still criti-
cal and necessary to a complete development process
using pebble-in-the-pond.


Pebble-in-the-pond also leads to a problem- or task-
centered instructional strategy. One example of such a
task-centered strategy is illustrated in Figure 2.5 (Merrill,
2007).


As shown in Figure 2.5, a problem- or task-centered in-
structional strategy combines problem solving with direct
instruction for the required knowledge and skill, demon-
strates the problem-solving process, and then engages


learners in the problem-solving process. In a problem- or
task-centered strategy, learners are engaged in doing real
tasks early in the instructional sequence. Component skills
(topics) are introduced as they are needed to enable learn-
ers to do each task in the progression. The tell (2),
show (3), do (5) sequence in the instructional strategy as il-
lustrated in the figure corresponds to the demonstration and
application principles of the first principles of instruction.


In contrast with a topic-centered approach, which often
delays application of skills until a final culminating proj-
ect, a problem-centered approach involves learners in ap-
plying skills to the application of whole problems early in
the sequence, demonstrates the application of individual
component skills in the context of a whole problem, and
engages learners in a progression of problems giving them
multiple opportunities to apply their new knowledge
and skill.


The Ten Steps to Complex 
Learning Approach


The pebble-in-the-pond ID model and the resulting task-
centered instructional strategy is closely related to the
4C/ID model first proposed by van Merriënboer (1997)
and later elaborated on with his colleague Kirschner


Topic 1


1.    Show a new whole task.


Task-Centered Instructional Strategy


2.    Present topic components specific to the task.


3.    Demonstrate the topic components for the task.


4.    Show another new whole task.


5.    Have learners apply previously learned topic components to the task.


6.    Present additional topic components specific to this task.


7.    Demonstrate the application of these additional topic components.


8.    Repeat apply, present, demonstrate cycle (steps 4 – 7) for subsequent tasks.


A B C D E


Topic 2
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Topic 4


Topic 5


1 6 4 8
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able to


complete a
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without
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 instruction.


FIGURE 2.5 A task-centered instructional strategy.
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(Van Merriënboer & Kirschner, 2007) in their Ten Steps to
Complex Learning approach to instructional design. As
with the pebble-in-the-pond approach, van Merriënboer
and Kirschner suggest that designers using the ten-steps
approach should begin by specifying a series of learning
tasks that are typical of the complex skill that the learner
will be expected to perform following the instruction.
These tasks should be of increasing difficulty so that dur-
ing instruction the learner will begin by performing a sim-
ple version of the whole skill and will gradually move on
to performing more complex versions.


The ten-steps approach, like the pebble-in-the-pond ap-
proach, also calls on designers to identify the subordinate
knowledge, skills, and attitudes necessary to perform each
learning task. The authors describe a series of design
strategies and instructional techniques that designers can
employ to help learners acquire these subordinate skills as
well as successfully master performance of the complex
whole skill. In many cases, these suggestions go beyond
those provided by the pebble-in-the-pond approach.


Although the level of design guidance offered by the
two aforementioned approaches differs, what is most im-
portant is what they have in common, namely, that they are
whole-task approaches to instructional design. In other
words, they prescribe that from the very early stages in an
instructional sequence, learners should be engaged in per-
forming simplified versions of the complex whole task
they are expected to learn, with the level of complexity in-
creasing as learners become more proficient at performing
the necessary subordinate skills. The authors of these ap-
proaches argue this approach is more effective than some


of the more traditional approaches to instructional design
in which the initial focus is on having learners acquire a se-
ries of subordinate skills that the learner is not required to
put together to perform the complex whole task until the
end of the instructional sequence.


Conclusion
During the past few years, there have been many ad-
vances in learning theory, the technology of develop-
ment, learning management systems, and the level of
sophistication among the cadre of certified instructional
designers. The whole-task models described in the pre-
ceding sections respond to authentic problems or tasks by
increasing the effectiveness, efficiency, and engagement
of the learning experience within contemporary teaching
and learning situations. The pebble-in-the-pond model
and the ten-steps approach facilitate the implementation
of first principles of instruction and the 4C/ID model by
specifying the content to be learned at the beginning of
the ID process and then building a strategy around solv-
ing a progression of problems or doing a progression of
increasingly complex tasks. However, the unifying vari-
ables contained in most of the original ID models remain
the same. These unifying variables are that instructional
design is a systematic process, usually conducted by a
team of professionals. Additionally, instructional design
is an empirical process that is student centered and goals
oriented, geared toward helping learner acquire mean-
ingful skills and knowledge that can be measured in a
reliable and valid manner.


Summary of Key Principles


1. The instructional design (ID) process consists of a
set of procedures for systematically developing
education and training materials. Most of the
“traditional” models (i.e., versions) of the ID
process include five phases of activities: analysis,
design, development, implementation, and
evaluation, often referred to by the acronym
ADDIE.


2. Although some descriptions may seem to portray the
ID process as a linear one, instructional design
procedures are rarely conducted in a linear fashion.
It would be more appropriate to characterize the
instructional design process as iterative; as
instructional designers conduct their work, they
often move back and forth among the various phases
of the ID process.


3. The ID process often centers around designing
instruction that will enable learners to attain well-
defined goals that usually involve the learners being
able to perform meaningful, and often complex,
behaviors. An important part of the process involves
accurately assessing whether learners can perform
those behaviors. The data that is gathered via these
assessments is often used by instructional designers
and other members of an instructional design team to
help them improve the quality of the instruction they
are producing.


4. A key criticism of traditional instructional design
approaches has been that by breaking complex skills
down into their component parts, and designing
instruction that initially focuses on teaching those
component skills, such approaches result in learners
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having difficulty integrating the various part-skills
that they are learning; in other words, inhibiting
learner ability to perform complex skills.


5. In contrast to traditional instructional design
approaches, whole-task approaches (such as the
pebble-in-the-pond approach and the ten-steps to
complex learning approach) prescribe that


throughout a sequence of instruction, learners should
be presented with a series of progressively more
difficult whole task problems of the type that the
learners will be expected to solve by the end of that
instructional sequence. Such task sequences are
more likely to enable learners to successfully
perform the complex whole task.
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1. You have recently been hired by a large plumbing
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models? Explain why or why not.


3. Select a content area and try to specify a whole
problem or task including both a demonstration and
application. What were the challenges? Did you find
designing a whole task helpful in identifying the
instruction needed to help learners acquire the skills
necessary to do this task or solve this problem?
Why? Why not?
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Chapter 3
A History of Instructional Design and Technology


As was indicated in the first chapter of this book, over theyears, two practices—the use of systematic instruc-
tional design procedures (often simply called instructional
design) and the use of media for instructional purposes—
have formed the core of the field of instructional design and
technology. This chapter will review the history of the field
by examining the history of instructional media and the
history of instructional design. From a historical perspective,
most of the practices related to instructional media have
occurred independent of developments associated with
instructional design. Therefore the history of each of these
two sets of practices will be described separately. It should
also be noted that although many important events in the
history of the field of instructional design and technology
have taken place in other countries, the emphasis in
this chapter will be on events that have taken place in the
United States.


History of Instructional Media
The term instructional media has been defined as the
physical means via which instruction is presented to learn-
ers (Reiser & Gagné, 1983). Under this definition, every
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physical means of instructional delivery, from the live
instructor to the textbook to the computer and so on, would
be classified as an instructional medium. It may be wise
for practitioners in the field to adopt this viewpoint; how-
ever, in most discussions of the history of instructional
media, the three primary means of instruction prior to the
twentieth century (and still the most common means
today)—the teacher, the chalkboard, and the textbook—
have been categorized separately from other media
(cf. Commission on Instructional Technology, 1970). In
order to clearly describe the history of media, this view-
point will be employed in this chapter. Thus, instructional
media will be defined as the physical means, other than the
teacher, chalkboard, and textbook, via which instruction is
presented to learners.


School Museums


In the United States, the use of media for instructional
purposes has been traced back to at least as early as the
first decade of the twentieth century (Saettler, 1990). It
was at that time that school museums came into exis-
tence. As Saettler (1968) has indicated, these museums
“served as the central administrative unit[s] for visual
instruction by [their] distribution of portable museum
exhibits, stereographs [three-dimensional photographs],
slides, films, study prints, charts, and other instructional
materials” (p. 89). The first school museum was opened


1Portions of this chapter previously appeared as a book chapter (Reiser,
1987).
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in St. Louis in 1905, and shortly thereafter school museums
were opened in Reading, Pennsylvania, and Cleveland,
Ohio. Although few such museums have been established
since the early 1900s, the district-wide media center can
be considered a modern equivalent.


Saettler (1990) has also stated that the materials housed
in school museums were viewed as supplementary cur-
riculum materials. They were not intended to supplant the
teacher or the textbook. Throughout the past one hundred
years, this early view of the role of instructional media has
remained prevalent in the educational community at large.
That is, during this time period most educators have
viewed instructional media as supplementary means of
presenting instruction. In contrast, teachers and textbooks
are generally viewed as the primary means of presenting
instruction, and teachers are usually given the authority to
decide what other instructional media they will employ.
Over the years, a number of professionals in the field of
instructional design and technology (e.g., Heinich, 1970)
have argued against this notion, indicating that (a) teachers
should be viewed on an equal footing with instructional
media—as just one of many possible means of presenting
instruction; and (b) teachers should not be given sole au-
thority for deciding what instructional media will be em-
ployed in classrooms. However, in the broad educational
community, these viewpoints have not prevailed.


The Visual Instruction Movement
and Instructional Films


As Saettler (1990) has indicated, in the early part of the
twentieth century, most of the media housed in school mu-
seums were visual media, such as films, slides, and photo-
graphs. Thus, at the time, the increasing interest in using
media in the school was referred to as the “visual instruc-
tion” or “visual education” movement. The latter term was
used at least as far back as 1908, when the Keystone View
Company published Visual Education, a teacher’s guide to
lantern slides and stereographs.


Besides magic lanterns (lantern slide projectors) and
stereopticons (stereograph viewers), which were used in
some schools during the second half of the nineteenth cen-
tury (Anderson, 1962), the motion picture projector was
one of the first media devices used in schools. In the
United States, the first catalog of instructional films was
published in 1910. Later that year, the public school sys-
tem of Rochester, New York, became the first to adopt
films for regular instructional use. In 1913, Thomas
Edison proclaimed: “Books will soon be obsolete in the
schools. . . . It is possible to teach every branch of human
knowledge with the motion picture. Our school system
will be completely changed in the next ten years” (cited in
Saettler, 1968, p. 98).


Durning the ten-year period Edison was referring to
(1914–1923), the visual instruction movement did grow.
Five national professional organizations for visual instruc-
tion were established, five journals focusing on visual
instruction began publication, more than twenty teacher-
training institutions began offering courses in visual
instruction, and at least a dozen large-city school systems
developed bureaus of visual education (Saettler, 1990).
However, by the end of that ten-year period, the revolun-
tary changes in education envisoned by that Edison had not
come about. Cuban (1986) indicates that the impact of the
visual instruction was limited because of a wide variety of
factors, including teacher resistance to change, the diffi-
cultly teachers had in operating film equipment, the
paucity and poor instructional quality of relevant films in
many subject areas, and the costs associated with purchas-
ing and maintaining films and equipment.


The Audiovisual Instruction Movement
and Instructional Radio


During the remainder of the 1920s and through much of
the 1930s, technological advances in such areas as radio
broadcasting, sound recordings, and sound motion pic-
tures led to increased interest in instructional media. With
the advent of media incorporating sound, the visual
instruction movement became known as the audiovisual
instruction movement (Finn, 1972; McCluskey, 1981).
However, McCluskey (1981), who was one of the leaders
in the field during this period, indicates that while the field
continued to grow, the educational community at large was
not greatly affected by that growth. He states that by 1930,
commercial interests in the visual instruction movement
had invested and lost more than $50 million, only part
of which was due to the Great Depression, which began
in 1929.


In spite of the adverse economic effects of the Great
Depression, the audiovisual instruction movement contin-
ued to evolve. According to Saettler (1990), one of the
most significant events in this evolution was the merging,
in 1932, of the three existing national professional organi-
zations for visual instruction. As a result of this merger,
leadership in the movement was consolidated within one
organization, the Department of Visual Instruction (DVI),
which at that time was part of the National Education
Association. Over the years, this organization, which was
created in 1923, and which is now called the Association
for Educational Communications and Technology (AECT),
has maintained a leadership role in the field of instruc-
tional design and technology.


During the 1920s and 1930s, a number of textbooks on
the topic of visual instruction were written. Perhaps the
most important of these textbooks was Visualizing the
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Curriculum, written by Charles F. Hoban, Sr., Charles
F. Hoban, Jr., and Stanley B. Zissman (1937). In this book,
the authors stated that the value of audiovisual material
was a function of their degree of realism. The authors also
presented a hierarchy of media, ranging from those that
could only present concepts in an abstract fashion to those
that allowed for very concrete representations (Heinich,
Molenda, Russell, & Smaldino, 1999). Some of these
ideas had previously been discussed by others, but had not
been dealt with as thoroughly. In 1946, Edgar Dale further
elaborated on these ideas when he developed his famous
“Cone of Experience.” Throughout the history of the au-
diovisual instruction movement, many have indicated that
part of the value of audiovisual materials is their ability to
present concepts in a concrete manner (Saettler, 1990).


A medium that gained a great deal of attention during
this period was radio. By the early 1930s, many audiovisual
enthusiasts were hailing radio as the medium that would
revolutionize education. For example, in referring to the in-
structional potential of radio, films, and television, the edi-
tor of publications for the National Education Association
stated that “tomorrow they will be as common as the book
and powerful in their effect on learning and teaching”
(Morgan, 1932, p. ix). However, contrary to these sorts of
predictions, over the next twenty years, radio had very little
impact on instructional practices. Cuban (1986) indicates
that poor equipment, poor reception of radio signals, sched-
uling problems and teacher resistance to change were
among the many factors that resulted in this lack of impact.


World War II


With the onset of World War II, the growth of the audio-
visual instruction movement in the schools slowed; how-
ever, audiovisual devices were used extensively in the
military services and in industry. For example, during
the war the U.S. Army Air Force produced more than
400 training films and 600 filmstrips and during a 
two-year period (from mid-1943 to mid-1945) it was
estimated that there were over 4 million showings of
training films to U.S. military personnel. Although there
was little time and opportunity to collect hard data
regarding the effect of these films on the performance of
military personnel, several surveys of military instruc-
tors revealed that they felt that the training films and
filmstrips used during the war were effective training
tools (Saettler, 1990). Apparently, at least some of the
enemy agreed; in 1945, after the war ended, the German
Chief of General Staff said: “We had everything calcu-
lated perfectly except the speed with which America was
able to train its people. Our major miscalculation was in
underestimating their quick and complete mastery of
film education” (cited in Olsen & Bass, 1982, p. 33).


During the war, training films also played an impor-
tant role in preparing civilians in the United States to
work in industry. In 1941, the federal government estab-
lished the Division of Visual Aids for War Training. From
1941 to 1945, this organization oversaw the production
of 457 training films. Most training directors reported
that the films reduced training time without having a neg-
ative impact on training effectiveness, and that the films
were more interesting and resulted in less absenteeism
than traditional training programs (Saettler, 1990).


In addition to training films and film projectors, a wide
variety of other audiovisual materials and equipment were
employed in the military forces and in industry during
World War II. Those devices that were used extensively in-
cluded overhead projectors, which were first produced
during the war; slide projectors, which were used in teach-
ing aircraft and ship recognition; audio equipment, which
was used in teaching foreign languages; and simulators
and training devices, which were employed in flight train-
ing (Olsen & Bass, 1982; Saettler, 1990).


Theories of Communication


During the decade after World War II, many leaders in the
audiovisual instruction movement became interested in
various theories or models of communication, such as the
model put forth by Shannon and Weaver (1949). These
models focused on the communication process, a process
involving a sender and a receiver of a message, and a chan-
nel, or medium, through which that message is sent. The
authors of these models indicated that during planning for
communication it was necessary to consider all the ele-
ments of the communication process, and not just focus on
the medium, as many in the audiovisual field tended to do.
As Berlo (1963) stated: “As a communication man I must
argue strongly that it is the process that is central and that
the media, though important, are secondary” (p. 378).
Several leaders in the audiovisual movement, such as Dale
(1953) and Finn (1954), also emphasized the importance of
the communication process. Although at first, audiovisual
practitioners were not greatly influenced by this notion
(Lumsdaine, 1964; Meierhenry, 1980), the expression of
this point of view eventually helped expand the focus of the
audiovisual movement (Ely, 1963, 1970; Silber, 1981).


Instructional Television


Perhaps the most important factor to affect the audio-
visual movement in the 1950s was the increased interest
in television as a medium for delivering instruction.
Prior to the 1950s, there had been a number of instances
in which television had been used for instructional pur-
poses (Gumpert, 1967; Taylor, 1967). During the 1950s,
however, there was a tremendous growth in the use of








20 SECTION I Defining the Field


instructional television. This growth was stimulated by
at least two major factors.


One factor that spurred the growth of instructional tele-
vision was the 1952 decision by the Federal Communica-
tions Commission to set aside 242 television channels for
educational purposes. This decision led to the rapid devel-
opment of a large number of public (then called “educa-
tional”) television stations. By 1955, there were seventeen
such stations in the United States, and by 1960 that number
had increased to more than fifty (Blakely, 1979). One of the
primary missions of these stations was the presentation of
instructional programs. As Hezel (1980) indicates: “The
teaching role has been ascribed to public broadcasting since
its origins. Especially prior to the 1960s, educational broad-
casting was seen as a quick, efficient, inexpensive means of
satisfying the nation’s instructional needs” (p. 173).


The growth of instructional television during the 1950s
was also stimulated by funding provided by the Ford Foun-
dation. It has been estimated that during the 1950s and
1960s the foundation and its agencies spent more than
$170 million on educational television (Gordon, l970).
Those projects sponsored by the foundation included a
closed-circuit television system that was used to deliver in-
struction in all major subject areas at all grade levels
throughout the school system in Washington County
(Hagerstown), Maryland; a junior-college curriculum
which was presented via public television in Chicago; a
large-scale experimental research program designed to as-
sess the effectiveness of a series of college courses taught
via closed circuit television at Pennsylvania State Univer-
sity; and the Midwest Program on Airborne Television In-
struction, a program designed to simultaneously transmit
televised lessons from an airplane to schools in six states.


By the mid-1960s, much of the interest in using televi-
sion for instructional purposes had abated. Many of the in-
structional television projects developed during this period
had short lives. For example, by 1963 the Ford Foundation
decided to focus its support on public television in general,
rather than on in-school applications of instructional tele-
vision (Blakely, 1979). In addition, many school districts
discontinued instructional television demonstration proj-
ects when the external funding for those projects was
halted (Tyler, 1975b). Moreover, instructional program-
ming was still an important part of the mission of public
television, but that mission was now wider, encompassing
other types of programming, such as cultural and informa-
tional presentations (Hezel, 1980). In light of these and
other developments, in 1967 the Carnegie Commission on
Educational Television concluded:


The role played in formal education by instructional tele-
vision has been on the whole a small one . . . nothing
which approached the true potential of instructional


television has been realized in practice. . . . With minor
exceptions, the total disappearance of instructional televi-
sion would leave the educational system fundamentally
unchanged. (pp. 80–81)


Many reasons have been given as to why instructional
television was not adopted to a greater extent. These in-
clude teacher resistance to change, especially top-down
change (change mandated by school adminstrators with
little or no input from teachers), the mediocre instructional
quality of many of the television programs (many of them
did little more than present a teacher delivering a lecture),
the expense of installing and maintaining television sys-
tems in schools, and the failure to provide teachers with
adequate guidance as to how to integrate the use of in-
structional television into their instructional practices
(Chu & Schramm, 1975; Cuban, 1986; Gordon, 1970;
Tyler, 1975b).


Using Computers 
for Instructional Purposes


After the interest in instructional television faded, the next
technological innovation to catch the attention of a large
number of educators was the computer. Although wide-
spread interest in the computer as an instructional tool did
not occur until the 1980s, computers were first used in ed-
ucation and training at a much earlier date. Much of the
early work in computer-assisted instruction (CAI) was
done in the 1950s by researchers at IBM, who developed
the first CAI author language and designed one of the first
CAI programs to be used in the public schools. Other
pioneers in this area included Gordon Pask, whose adap-
tive teaching machines made use of computer technology
(Lewis & Pask, 1965; Pask, 1960; Stolorow & Davis,
1965), and Richard Atkinson and Patrick Suppes, whose
work during the 1960s led to some of the earliest applica-
tions of CAI at both the public school and university lev-
els (Atkinson & Hansen, 1966; Suppes & Macken, 1978).
Other major efforts during the 1960s and early 1970s in-
cluded the development of CAI systems such as PLATO
and TICCIT. However, in spite of the work that had been
done, by the end of the 1970s, CAI had had very little im-
pact on education (Pagliaro, 1983).


By the early 1980s, a few years after personal comput-
ers became available to the general public, the enthusiasm
surrounding this tool led to increasing interest in using
computers for instructional purposes. By January 1983,
computers were being used for instructional purposes in
more than 40 percent of all elementary schools and more
than 75 percent of all secondary schools in the United
States (Center for Social Organization of Schools, 1983).


Many educators became attracted to personal comput-
ers as an instructional tool because they were relatively
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inexpensive, were compact enough for desktop use, and
could perform many of the functions performed by the
large computers that had preceded them. As was the case
when other new media were first introduced into the in-
structional arena, many expected that this medium would
have a major impact on instructional practices. For exam-
ple, in 1984, Papert indicated that the computer was going
to be “a catalyst of very deep and radical change in the ed-
ucational system” (p. 422) and that by 1990 one computer
per child would be a very common state of affairs in
schools in the United States.


At first, optimistic predictons about the extent to which
computers would transform instructional practices ap-
peared to be wrong. By the mid-1990s that impact had
been rather small. Surveys revealed that by 1995, although
schools in the United States possessed, on average, one
computer for every nine students, the impact of computers
on instructional practices was minimal, with a substantial
number of teachers reporting little or no use of computers
for instructional purposes. Moreover, in most cases, the
use of computers was far from innovative. In elementary
schools, teachers reported that computers were being pri-
marily used for drill and practice, and at the secondary
level, reports indicated that computers were mainly used
for teaching computer-related skills such as word process-
ing (Anderson & Ronnkvist, 1999; Becker, 1998; Office of
Technology Assessment, 1995). However, as discussed be-
low, events during the first decade of the current century
indicate that computers and other new technologies are
having more of an impact on education and training than
many of the media that preceded these innovations.


Recent Developments


During the past ten years, rapid advances in computers and
other digital technology, including the Internet, have led to
a rapidly increasing interest in, and use of, these media for
instructional purposes. This conclusion appears to be true
across a wide variety of training and educational settings,
including businees and industry, higher education, K–12
education, and the military.


In buisness and industry, surveys reveal that during
the past decade there has been a substantial increase in
percentage of training that is presented via instructional
media. A recent survey of over three hundred companies
in the United States indicated that more than 30 percent
of the total amount of training hours during 2008 was
presented via technology, with more than 24 percent of
that training delivered online (Amercian Society for
Training & Development, 2009). In comparison, in
1999, less than 10 percent of the training in business and
industry was presented via technology (American Society
for Training & Development, 2004).


In higher education, the use of instructional technology,
particularly newer media, has also been on the rise in re-
cent years. For example, a 2010 survey revealed that over
50 percent of college faculty use social media for instruc-
tional purposes. Having students view online videos, listen
to podcasts, and read and/or create blogs and wikis were
the most common types of activities involving such media
(Babson, 2010).


Recently, the use of distance learning in higher educa-
tion has also grown dramatically, with the annual growth
in online enrollments in higher education recently being
more than ten times greater than the annual overall growth
in the student population in higher education. In the fall
2008 term, more than 4.6 million students were taking
online courses offered by higher education institutions in
the United States, which represented a 17 percent increase
in the number of students from the previous year (Allen &
Seaman, 2010).


Online instruction is also becoming prevalent in K–12
settings. A recent report reveals that in the United States,
forty-five of the fifty states have an online school initiative,
with twenty-four of those states having statewide full-time
online schools. Moreover, 57 percent of the public
secondary schools in the United States provide students
with access to online learning (International Association
for K-12 Online Learning, 2009).


During the first decade of this century, the availability
of technology in public schools in the United States has
also increased significantly. For example, whereas in 1999
only 64 percent of classrooms had computers with Internet
access, in 2009 Internet access was available in 93 percent
of classroms (Gray, Thomas, & Lewis, 2010b; Snyder &
Dillow, 2010). Morover, the instructional utilization of
technology in the schools seems to have shifted consider-
ably during the decade. Whereas earlier reports revealed
that the instructional uses of computers often centered
around drill and practice activities for students (SRI
International, 2002), a 2009 survey revealed that many
teachers were having their students use technology for a
much wider array of instructional activities. For example,
24 percent of the teachers indicated that they frequently
had their students use technology to conduct research, with
another 42 percent indicating that they had their students
do so occasionally. Morover, at least 25 percent of the
teachers indicated that on a frequent or occasional basis
they had their students use technology to solve problems,
analyze data, perform calculations, develop mulitmedia
presentations, and create art, music, movies, webcasts,
graphics, or visual displays (Gray, Thomas, & Lewis,
2010a).


Currently, technology is also playing a major role in the
delivery of instruction in the U.S. military, with much of
that technology-based instruction being delivered online.
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For example, the Army e-Learning program offers world-
wide 24/7 access to more than 2600 courses to the entire
Army workforce, including active-duty and reserve sol-
diers, cadets, and Army civilian personnel (Kring &
Thomas, 2008). Another example of the pervasiveness of
online learning in the military is the Joint Knowledge
Online (JKO) system, which provides online joint forces
training to personnel in all branches of the military. In
its first two years of operations, JKO offered more than
330 courses, which were taken by more than 100,000 users
(Camacho, 2009). Simulation and gaming technology now
also plays a major role in military training, with virtual
simulations and digital 3D games often being employed
(Erwin, 2009; Fletcher, 2009).


Most of the evidence presented in this section of this chap-
ter clearly indicates that in recent years there has been a sig-
nificant increase in the use of instructional media in a variety
of settings, ranging from business and industry to the military
and higher education. What are some of the reasons for this
increased usage? In business and industry and the military, the
Internet has been viewed as a means of providing instruction
and information to widely dispersed learners at a relatively
low cost. Moreover, in many cases, the easy accessibility of
computers makes it possible for learners to receive instruction
and/or performance support when and where they need it,
oftentimes as they are performing particular job tasks.


In higher education, distance education via the Internet
has been seen as a low-cost method of providing instruc-
tion to students who, due to a variety of factors (e.g., job
and family responsibilities, geographic factors), might not
otherwise have been able to receive it. Moreover, institu-
tions of higher education often view online courses as a
significant source of additional revenue.


Another reason that the newer media are being used to
a greater extent may be due to their increased interactive
capabilities. Moore (1989) describes three types of inter-
actions among the agents usually involved in an instruc-
tional activity. These interactions are between learners and
instructional content, between learners and the instructor,
and among learners themselves. Due to their attributes, the
instructional media that were prevalent during some por-
tion of the first two thirds of the past century (e.g., films
and instructional television) were primarily employed as a
means of having learners interact with instructional con-
tent. In contrast, through the use of such features as e-mail,
chat rooms, and bulletin boards, the Internet is often used
as a means of having learners interact with their instructor
and with other learners, as well as with instructional con-
tent. This is one example of how some of the newer media
make it easier to promote the various types of interactions
described by Moore.


In addition, advances in computer technology, particu-
larly with regard to the increasing multimedia capabilities


of this medium, have made it easier for educators to design
learning experiences that involve more complex interac-
tions between learners and instructional content than has
previously been the case. For example, as the amount and
type of information (e.g., print, video, audio) that can be
presented by computers has increased, the type of feed-
back, as well as the type of problems, that can be presented
to learners has greatly expanded. These increased instruc-
tional capabilities have attracted the attention of many ed-
ucators. Moreover, the ability of computers to present
information in a wide variety of forms, as well as to allow
learners to easily link to various content, has attracted the
interest of instructional designers having a constructivist
perspective. They and others who are particularly con-
cerned with presenting authentic (i.e., “real-world”) prob-
lems in learning environments in which learners have a
great deal of control of the activities they engage in and the
tools and resources they use, find the new digital technol-
ogy more accommodating than its predecessors.


Finally, in recent years, technologies such as personal
computers, mobile devices, and the Internet have become
pervasive, and the use of the tools and technologies associ-
ated with social networking (e.g., Facebook and LinkedIn)
and social media (e.g., blogs, wikis, YouTube, and Twitter)
has become widespread. These tools and technologies have
become commonplace devices for individuals to share in-
formation and acquire new skills and knowledge. In light of
this fact, it is not surprising that educators are frequently
turning to these devices as a means of supporting instruc-
tion, learning, and on-the-job performance.


Conclusions Regarding the History
of Instructional Media


Of the many lessons we can learn by reviewing the history
of instructional media, perhaps one of the most important
involves a comparison between the anticipated and actual
effects of media on instructional practices. As Cuban
(1986) has pointed out, as you look back over the past cen-
tury of media history, you are likely to note a recurrent pat-
tern of expectations and outcomes. As a new medium
enters the educational scene, there is a great deal of initial
interest and much enthusiasm about the effects it is likely
to have on instructional practices. However, enthusiasm
and interest eventually fade, and an examination reveals
that the medium has had a minimal impact on such prac-
tices. For example, Edison’s optimistic prediction that
films would revolutionize education proved to be incor-
rect, and the enthusiasm for instructional television that
existed during the 1950s greatly abated by the mid-1960s,
with little impact on instruction in the schools. Both of
these examples involve the use of media in schools, the set-
ting in which the use of instructional media has been most
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closely examined. However, data regarding the use of
instructional media in business and industry supports a
similar conclusion; namely, that in spite of enthusiasm
about the use of instructional media in business and indus-
try, until recently media have had a minimal impact on
instructional practices in that environment.


What about the predictions, first made in the 1980s, that
computers would revolutionize instruction? As the previ-
ous section indicates, during the past ten years, computers
and related technologies have been playing a larger and
larger role in the instructional process, but they have not as
yet brought about the instructional revolution that some
envisioned. Will that revolution eventually come about? In
light of the aforementioned reasons for the increasing use
of the newer media, I think it is reasonable to predict that
over the next three to five years, computers, the Internet,
and other digital media, while not totally revolutionalizing
education and training, will continue to bring about far
greater changes in instructional practices than the media
that preceded them.


History of Instructional Design
As mentioned earlier, in additon to being closely associ-
ated with instructional media, the field of instructional de-
sign and technology has also been closely associated with
the use of systematic instructional design procedures. As
was indicated in Chapter 2, a variety of sets of systematic
instructional design procedures (or models) have been de-
veloped, and have been referred to by such terms as the
systems approach, instructional systems design (ISD),
instructional development, and instructional design (which
is the term I will use in the remainder of this chapter).
Although the specific combination of procedures often
varies from one instructional design model to the next,
most of the models include the analysis of instructional
problems and the design, development, implementation,
and evaluation of instruction procedures and materials in-
tended to solve those problems. How did this instructional
design process come into being? This portion of this chap-
ter will focus on answering that question.


The Origins of Instructional Design:
World War II


The origins of instructional design procedures have
been traced to World War II (Dick, 1987). During the
war, a large number of psychologists and educators who
had training and experience in conducting experimental
research were called upon to conduct research and de-
velop training materials for the military services. These
individuals, including Robert Gagne, Leslie Briggs,
John Flanagan, and many others, exerted considerable


influence on the characteristics of the training materials
that were developed, basing much of their work upon in-
structional principles derived from research and theory
on instruction, learning, and human behavior (Baker,
1973; Saettler, 1990).


Moreover, psychologists used their knowledge of eval-
uation and testing to help assess the skills of trainees and
select the individuals who were most likely to benefit
from particular training programs. For example, at one
point in the war, the failure rate in a particular flight train-
ing program was unacceptably high. To overcome this
problem, psychologists examined the general intellectual,
psychomotor, and perceptual skills of individuals who
were able to successfully perform the skills taught in
the program, and then developed tests that measured these
traits. These tests were used to screen candidates for the
program, with those individuals who scored poorly being
directed into other programs. As a result of using this
examination of entry skills as a screening device, the
military was able to significantly increase the percentage
of personnel who successfully completed the program
(Gagné, personal communication, 1985).


Immediately after the war, many of the psychologists
responsible for the success of World War II military train-
ing programs continued to work on solving instructional
problems. Organizations such as the American Institutes
for Research were established for this purpose. During the
late 1940s and throughout the 1950s, psychologists work-
ing for such organizations started viewing training as a
system, and developed a number of innovative analysis,
design, and evaluation procedures (Dick, 1987). For ex-
ample, during this period, a detailed task analysis method-
ology was developed by Robert B. Miller while he worked
on projects for the military (Miller, 1953, 1962). His work
and those of other early pioneers in the instructional design
field are summarized in Psychological Principles in Sys-
tem Development, edited by Gagné (1962b).


More Early Developments: 
The Programmed Instruction Movement


The programmed instruction movement, which ran from
the mid-1950s through the mid-1960s, proved to be
another major factor in the development of the systems
approach. In 1954, B. F. Skinner’s article entitled “The
Science of Learning and the Art of Teaching” began what
might be called a minor revolution in the field of educa-
tion. In this article and later ones (e.g., Skinner, 1958),
Skinner described his ideas regarding the requirements for
increasing human learning and the desired characteristics
of effective instructional materials. Skinner stated that
such materials, called programmed instructional materials,
should present instruction in small steps, require active
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responses to frequent questions, provide immediate feed-
back, and allow for learner self-pacing. Moreover, because
each step was small, it was thought that learners would
answer all questions correctly and thus be positively rein-
forced by the feedback they received.


The process Skinner and others (cf. Lumsdaine & Glaser,
1960) described for developing programmed instruction ex-
emplified an empirical approach to solving educational prob-
lems: data regarding the effectiveness of the materials were
collected, instructional weaknesses were identified, and the
materials were revised accordingly. In addition to this trial
and revision procedure, which today would be called forma-
tive evaluation, the process for developing programmed ma-
terials involved many of the steps found in current
instructional design models. As Heinich (1970) indicates:


Programmed instruction has been credited by some with in-
troducing the systems approach to education. By analyzing
and breaking down content into specific behavioral objec-
tives, devising the necessary steps to achieve the objectives,
setting up procedures to try out and revise the steps, and
validating the program against attainment of the objectives,
programmed instruction succeeded in creating a small
but effective self-instructional system—a technology of
instruction. (p. 123)


The Popularization 
of Behavioral Objectives


As indicated above, those involved in designing pro-
grammed instructional materials often began by identify-
ing the specific objectives learners who used the materials
would be expected to attain. In the early 1960s, Robert
Mager, recognizing the need to teach educators how to
write objectives, wrote Preparing Objectives for Pro-
grammed Instruction (1962). This small, humorously writ-
ten programmed book, now in its third edition (Mager,
1997), has proved to be very popular, and has sold over 1.5
million copies. The book describes how to write objectives
that include a description of desired learner behaviors, the
conditions under which the behaviors are to be performed,
and the standards (criteria) by which the behaviors are to
be judged. Many current day adherents of the instructional
design process advocate the preparation of objectives that
contain these three elements.


Although Mager popularized the use of objectives, the
concept was discussed and used by educators at least as far
back at the early 1900s. Among those early advocates of the
use of clearly stated objectives were Bobbitt, Charters, and
Burk (Gagné, 1965a). However, Ralph Tyler has often been
considered the father of the behavioral objectives movement.
In 1934, he wrote, “Each objective must be defined in terms
which clarify the kind of behavior which the course should
help to develop” (cited in Walbesser & Eisenberg, 1972).


During the famous Eight-Year Study that Tyler directed, it
was found that in those instances in which schools did spec-
ify objectives, those objectives were usually quite vague. By
the end of the project, however, it was demonstrated that ob-
jectives could be clarified by stating them in behavioral terms,
and those objectives could serve as the basis for evaluating the
effectiveness of instruction (Borich, 1980; Tyler, 1975a).


In the 1950s, behavioral objectives were given another
boost when Benjamin Bloom and his colleagues published
the Taxonomy of Educational Objectives (1956). The
authors of this work indicated that within the cognitive do-
main there were various types of learning outcomes, that
objectives could be classified according to the type of
learner behavior described therein, and that there was a
hierarchical relationship among the various types of out-
comes. Moreover, they indicated that tests should be
designed to measure each of these types of outcomes. As
we shall see in the next two sections of this chapter, simi-
lar notions described by other educators had significant
implications for the systematic design of instruction.


The Criterion-Referenced
Testing Movement


In the early 1960s, another important factor in the develop-
ment of the instructional design process was the emergence
of criterion-referenced testing. Until that time, most tests,
called norm-referenced tests, were designed to spread out
the performance of learners, resulting in some students
doing well on a test and others doing poorly. In contrast, a
criterion-referenced test is intended to measure how well an
individual can perform a particular behavior or set of be-
haviors, irrespective of how well others perform. As early as
1932, Tyler had indicated that tests could be used for such
purposes (Dale, 1967). And later, Flanagan (1951) and Ebel
(1962) discussed the differences between such tests and the
more familiar norm-referenced measures. However, Robert
Glaser (1963; Glaser & Klaus, 1962) was the first to use the
term “criterion-referenced measures.” In discussing such
measures, Glaser (1963) indicated that they could be used to
assess student entry-level behavior and to determine the ex-
tent to which students had acquired the behaviors an in-
structional program was designed to teach. The use of
criterion-referenced tests for these two purposes is a central
feature of instructional design procedures.


Robert M. Gagné: Domains 
of Learning, Events of Instruction, 
and Hierarchical Analysis


Another important event in the history of instructional
design occurred in 1965, with the publication of the first
edition of The Conditions of Learning, written by Robert
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Gagné (1965b). In this book, Gagné described five do-
mains, or types, of learning outcomes—verbal informa-
tion, intellectual skills, psychomotor skills, attitudes, and
cognitive strategies—each of which required a different
set of conditions to promote learning. Gagné also provided
detailed descriptions of these conditions for each type of
learning outcome.


In the same volume, Gagné also described nine events
of instruction, or teaching activities, that he considered
essential for promoting the attainment of any type of learn-
ing outcome. Gagné also described which instructional
events were particularly crucial for which type of out-
come, and discussed the circumstances under which par-
ticular events could be excluded. Now in its fourth edition
(Gagné, 1985), Gagné’s description of the various types of
learning outcomes and the events of instruction remain
cornerstones of instructional design practices.


Gagné’s work in the area of learning hierarchies and hi-
erarchical analysis also has had a significant impact on the
instructional design field. In the early 1960s and later in
his career (e.g., Gagné, 1962a, 1985; Gagné, Briggs, &
Wager, 1992; Gagné & Medsker, 1996), Gagné indicated
that skills within the intellectual skills domain have a hier-
archical relationship to each other, so that to readily learn
to perform a superordinate skill, one would first have to
master the skills subordinate to it. This concept leads to the
important notion that instruction should be designed so as
to ensure that learners acquire subordinate skills before
they attempt to acquire superordinate ones. Gagné went on
to describe a hierarchical analysis process (also called
learning task analysis or instructional task analysis) for
identifying subordinate skills. This process remains a key
feature in many instructional design models.


Sputnik: The Indirect Launching
of Formative Evaluation


In 1957, when the Soviet Union launched Sputnik, the first
orbiting space satellite, there began a series of events that
would eventually have a major impact on the instructional
design process. In response to the launching of Sputnik,
the U.S. government, shocked by the success of the Soviet
effort, poured millions of dollars into improving math and
science education in the United States. The instructional
materials developed with these funds were usually written
by subject matter experts and produced without tryouts
with learners. Years later, in the mid-1960s, when it was
discovered that many of these materials were not particu-
larly effective, Michael Scriven (1967) pointed to the need
to try out drafts of instructional materials with learners
prior to the time the materials were in their final form. This
process would enable educators to examine the materials
and, if necessary, revise them while the materials were still


in their formative stages. Scriven coined this tryout and re-
vision process formative evaluation, and contrasted it with
what he labeled summative evaluation, the testing of in-
structional materials after they are in their final form.


Although the terms formative and summative evalua-
tion were coined by Scriven, the distinction between these
two approaches was previously made by Lee Cronbach
(1963). Moreover, during the 1940s and the 1950s, a num-
ber of educators, such as Arthur Lumsdaine, Mark May,
and C. R. Carpenter, described procedures for evaluating
instructional materials that were still in their formative
stages (Cambre, 1981). However, in spite of the writings of
such educators, very few of the instructional products de-
veloped in the 1940s and 1950s went through any sort of
formative evaluation process. This situation changed
somewhat in the late 1950s and through the 1960s, as
many of the programmed instructional materials devel-
oped during that period were tested while they were being
developed. However, authors such as Susan Markle (1967)
decried a lack of rigor in testing processes. In light of this
problem, Markle prescribed detailed procedures for evalu-
ating materials both during and after the design process.
These procedures are much like the formative and sum-
mative evaluation techniques generally prescribed today.


Early Instructional Design Models


In early and mid-1960s, the concepts that were being de-
veloped in such areas as task analysis, objective specifica-
tion, and criterion-referenced testing were linked together
to form a process, or model, for systematically designing
instructional materials. Among the first individuals to de-
scribe such models were Gagné (1962b), Glaser (1962,
1965), and Silvern (1964). These individuals used terms
such as “instructional design,” “system development,”
“systematic instruction,” and “instructional system” to de-
scribe the models they created. Other instructional design
models created and employed during this decade included
those described by Banathy (1968), Barson (1967), and
Hamerus (1968).


The 1970s: Burgeoning of Interest 
in the Systems Approach


During the 1970s, the number of instructional design mod-
els greatly increased. Building upon the works of those
who preceded them, many individuals created new models
for systematically designing instruction (e.g., Dick &
Carey, 1978; Gagné & Briggs, 1974; Gerlach & Ely, 1971;
Kemp, 1971), several of which became “standards” in the
field. Indeed, updated versions of at least two of these
models (Dick, Carey, & Carey, 2009; Morrison, Ross,
Kemp, & Kalman 2010) are still frequently taught to
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graduate students studying instructional design (Reiser,
Mackal, & Sachs, 2005).


During the 1970s, interest in the instructional design
process flourished in a variety of different sectors. In 1975,
several branches of the U.S. military adopted an instruc-
tional design model (Branson et al., 1975) intended to
guide the development of training materials within those
branches. In academia, during the first half of the decade,
many instructional improvement centers were created with
the intent of helping faculty use media and instructional
design procedures to improve the quality of their instruc-
tion (Gaff, 1975; Gustafson & Bratton, 1984). Moreover,
many graduate programs in instructional design were cre-
ated (Partridge & Tennyson, 1979; Redfield & Dick, 1984;
Silber, 1982). In business and industry, many organiza-
tions, seeing the value of using instructional design to im-
prove the quality of training, began adopting the approach
(cf. Mager, 1977; Miles, 1983). Internationally, many na-
tions, such as South Korea, Liberia, and Indonesia, saw the
benefits of using instructional design to solve instructional
problems in those countries (Chadwick, 1986; Morgan,
1989). These nations supported the design of new instruc-
tional programs, created organizations to support the use
of instructional design, and provided support to individu-
als desiring training in this field. Many of these develop-
ments were chronicled in the Journal of Instructional
Development, a journal that was first published during the
1970s.


The 1980s: Growth and Redirection


In many sectors, the interest in instructional design that
burgeoned during the previous decade continued to grow
during the 1980s. Interest in the instructional design pro-
cess remained strong in business and industry (Bowsher,
1989; Galagan, 1989) the military (Chevalier, 1990; Finch,
1987; McCombs, 1986;) and in the international arena
(Ely & Plomp, 1986: Morgan, 1989).


In contrast to its influence in the aforementioned sec-
tors, during the 1980s, instructional design had minimal
impact in other areas. In the public school arena, some cur-
riculum development efforts involved the use of basic
instructional design processes (e.g., Spady, 1988), and
some instructional design textbooks for teachers were pro-
duced (e.g., Dick & Reiser, 1989; Gerlach & Ely, 1980;
Sullivan & Higgins, 1983). However, in spite of these
efforts, evidence indicated that instructional design was
having little impact on instruction in the public schools
(Branson & Grow, 1987; Burkman, 1987b; Rossett &
Garbosky, 1987). In a similar vein, with a few exceptions
(e.g., Diamond, 1989), instructional design practices had a
minimal impact in higher education. Whereas instructional
improvement centers in higher education were growing in


number through the mid-1970s, by 1983 more than one-
fourth of these organizations were disbanded and there
was a general downward trend in the budgets of the re-
maining centers (Gustafson & Bratton, 1984). Burkman
(1987a, 1987b) provides an enlightening analysis of the
reasons why instructional design efforts in schools and
universities have not been successful, and contrasts these
conditions with the more favorable conditions that exist in
business and the military.


During the 1980s, there was a growing interest in how
the principles of cognitive psychology could be applied in
the instructional design process, and a number of publica-
tions outlining potential applications were described (e.g.,
Bonner, 1988; Divesta & Rieber, 1987; “Interview with
Robert M. Gagné,” 1982; Low, 1980). However, several
leading figures in the field have indicated that the actual ef-
fects of cognitive psychology on instructional design prac-
tices during this decade were rather small (Dick, 1987;
Gustafson, 1993).


A factor that did have a major effect on instructional de-
sign practices in the 1980s was the increasing interest in
the use of personal computers for instructional purposes.
With the advent of these devices, many professionals in the
instructional design field turned their attention to produc-
ing computer-based instruction (Dick, 1987; Shrock,
1995). Others discussed the need to develop new models
of instructional design to accommodate the interactive ca-
pabilities of this technology (Merrill, Li, & Jones, 1990a,
1990b). Moreover, computers began to be used as tools to
automate some instructional design tasks (Merrill & Li,
1989).


The 1990s: Recognizing the Importance
of Performance


Beginning in the 1990s and continuing on into the current
century, one of the trends that has had a major impact on
the field has been the human performance improvement
movement (see Section 4 of this book). This movement,
with its emphasis on on-the-job performance (rather than
learning), business results, and non-instructional solutions
to performance problems, has broadened the scope of the
instructional design field.


During the 1990s, another factor that began to have a
major influence on the field was the growing interest in
constructivist views of teaching and learning. For exam-
ple, the constructivist emphasis on designing “authentic”
learning tasks—tasks that reflect the complexity of the real
world environment in which learners will be using the
skills they are learning—has had an effect on how instruc-
tional design is being practiced and taught.


During the 1990s, instructional designers also began to
have an interest in using computers not only as an
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instructional tool to enhance learning, but also as an aid to
improve on-the-job performance. In particular, it was during
this decade that an interest in using electronic performance
support tools and systems to support on-the-job performance
began to flourish. In addition, during this decade instruc-
tional designers began to discuss the use of computer-based
knowledge management systems to support learning and
performance (viz., Schwen, Kalman, Hara & Kisling, 1998).


Into the Twenty-First Century: 
e-Learning and Informal Learning


During the first decade of the twenty-first century, several
developments have had a major influence on the field of
instructional design. One such development involves the
increasing use of the Internet as a means of presenting in-
struction to learners. As noted in an earlier section of this
chapter, during this decade there has been significant
growth in online learning in business and industry and the
military, as well as K–12 and higher education. Along with
this growth has come the realization that instructional de-
signers play a vital part in the creation of online courses.
This realization has opened new job opportunities for
those in the instructional design field and has also pre-
sented new challenges as instructional design profession-
als attempt to identify interesting and effective means of
delivering instruction online.


Another recent development that has had a major impact
on the instructional design field has been the increasing
reliance on informal methods, as opposed to formal training,
as a means of improving learning and performance in the
workplace. For example, in 2008, 75 percent of employees


in business and industry reported that they used knowledge
bases to help them learn and perform their jobs, 74 percent
reported using performance support tools, and 67 percent re-
ported using online communities of practice (American
Society for Training and Development, 2009). Moreover, as
discussed earlier, the increasing use of social media to share
knowledge and skills serves as another example of the bur-
geoning reliance on the use of informal methods to improve
learning and performance. As interest in using these informal
mechanisms increases, it is likely that many instructional de-
signers will have to learn how to design, implement, and sup-
port these alternate means of acquiring knowledge and skills.


Conclusion
Although this chapter has provided separate accounts of
the history of instructional media and the history of in-
structional design, there is an obvious overlapping be-
tween these two areas. Many instructional solutions
arrived at through the use of instructional design processes
require the employment of the instructional media
discussed in the first half of this chapter. Moreover, many
individuals (e.g., Clark, 2001; Clark, 1994; Kozma, 1994;
Morrison, 1994; Reiser, 1994; Shrock, 1994) have argued
that the effective use of media for instructional purposes
requires careful instructional planning, such as that pre-
scribed by models of instructional design. In the field of
instructional design and technology, those whose work is
influenced by the lessons learned from the history of
media and the history of instructional design will be well-
positioned to have a positive influence on future develop-
ments within the field.


1. Throughout most of the 1900s, as each new medium
(i.e., films, radio, and television) entered the world
of education, there was a great deal of optimism
regarding the extent to which that medium would
change instructional practices. However, contrary to
expectations, none of the aforementioned media had
nearly the effect that the optimists envisioned.


2. The likely reasons as to why each medium had
minimal effects on practice are many. Those that are
frequently cited include teacher resistance to change,
especially top-down change, the costs associated
with purchasing and maintaining the necessary
media hardware, the poor instructional quality of
media software, and failure to provide teachers with
adequate guidance as to how to integrate the new
media into their instructional practices.


3. In recent years, computers and related technologies
have had a greater effect on instructional practices
and learning than did the various media that
preceded them. The interactive capabilities of these
media, their ability to present information and
instruction in a wide variety of forms, and the ease
with which learners can create and share their own
knowledge and skills via these media appear to be
some of the primary reasons why these media have
had a greater influence on instruction and learning.


4. Portions of most of the instructional design models
that were created in the 1960s and 1970s, and
which still remain popular today, can be traced
back to developments in education and training
during the 1940s through the 1960s. Advances in
military training during World War II, new
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directions in instruction emanating from the
programmed instruction movement, and new ideas
involving behavioral objectives, criterion-
referenced testing, learning hierarchies, and
formative evaluation are often reflected in the
various steps in these models.


5. In the 1980s and 1990s, many instructional design
models and practices were influenced by the
principles derived from cognitive psychology and
the new views of teaching and learning associated
with constructivism. Moreover, during that period
the performance improvement movement led many


instructional designers to begin thinking about the
importance of positively influencing on-the-job
performance, and identifying non-instructional, as
well as instructional, means of doing so.


6. During the first decade of the twenty-first century,
the increasing interest in e-learning has opened new
opportunities for instructional designers. At the same
time, the burgeoning use of informal methods of
acquiring knowledge and skills is likely to result in
many instructional designers learning how to design,
implement and support informal learning
opportunities.


Application Questions


1. During the previous school year, all the students
assigned to four subject area teachers (math,
language arts, social studies, and science) in the
seventh grade at a local middle school were given
laptop computers and provided with wireless
Internet access at home and in school for an entire
year. The students took the laptops home every
evening and brought them into classes every day.
Teachers were also provided with laptops and
wireless Internet access 24/7 (24 hours a day, every
day of the week) for the entire year. Moreover, all of
the curriculum materials (textbooks, workbooks,
student study guides, teacher curriculum guides, etc.)
that the teachers normally used during the school
year were installed on the laptops.


Assume that you were assigned as one of the
evaluators for the project described above and 
that throughout the year you examined how this
innovation (providing teachers and students with
24/7 access to laptops, curriculum materials, and
wireless Internet service) changed the way
instruction was presented in the classrooms of 
the four teachers who were involved in the 
project. Further assume that your findings 
clearly indicated that the innovation had very little
effect on the manner in which instruction was
presented in the teachers’ classrooms. Now do the
following:
a. Describe at least three possible reasons (factors)


why the project described above had very little ef-
fect on the instructional practices employed by the
teachers. Each of the factors you identify should be
related to the factors mentioned in this chapter as
to why earlier forms of instructional media (i.e.,
films, radio, and televison) had very limited effects
on instructional practices.


b. Describe at least two strategies that could have
been employed to help mitigate the factors that you
think contributed to the minimal effect this project
had on instructional practices. Indicate why you
think each of these strategies might have been
helpful.


2. Congratulations! Your instructional design
consulting company has just been selected as one
of the finalists to receive a contract to design a
print-based instructional unit that will teach sixth-
grade students throughout the United States how to
multiply fractions. Now, to receive the contract,
the contracting agency has asked you to prepare a
memo in which you describe why your company is
well-suited to take on this task. However, as 
noted below, this memo isn’t your normal memo!


The agency’s chief contract officer feels that the
contract should be awarded to someone who
understands the history of instructional design and
can apply the ideas from that history to today’s
instructional design tasks. Therefore, he has asked
that each of the finalists send him a 250- to 
300-word memo in which they select four of the six
historical periods listed below, and briefly describe
how an instructional design principle derived from
that period might be used in the design and/or
presentation of the instructional unit on fractions.
Write the memo!
Historical periods:
• World War II
• Programmed instruction movement
• Behavioral objectives movement
• Criterion-referenced testing movement
• Early work of Robert M. Gagne
• Formative evaluation movement
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Chapter 4
Psychological Foundations of Instructional Design


This chapter provides an overview of the major psy-chological concepts and principles of learning that
are foundational to the field of instructional design (ID).
The behavioral learning theory of B. F. Skinner, for
example, contributed concepts such as reinforcement,
feedback, behavioral objectives, and practice to the de-
sign of instruction. Cognitive theories such as information
processing and schema theory shifted the focus of the ID
field to attributes of learners and the role of prior knowl-
edge in learning new knowledge and skills. Situated
learning theory is also shifting the ID field toward con-
sideration of sociocultural factors in learning. Finally, in-
structional theories such as Gagné’s and constructivist
approaches provide guidance for designing learning envi-
ronments that facilitate the acquisition of desired skills,
knowledge, and attitudes.


Regardless of the differences among psychological per-
spectives on learning, an underlying assumption of most is
that instruction will bring about learning. This assumption
is what is important to those in the ID field. As Gagné
(1995/96) put it, “There are, after all, some useful human
activities that are acquired without instruction, and others
that result from self-instruction. But most practical and pur-
poseful activities, such as the pursuits involved in voca-
tional and technical training, are learned in settings that
employ instruction” (p. 17).


Marcy P. Driscoll
Florida State University


Learning Defined
Most people have an intuitive notion of what it means to
learn—they can do something that they could not do
before or they know something that they did not know be-
fore. But learning must be distinguished from human de-
velopment, or maturation, which also leads to abilities that
were not present before. For example, young children are
soon able to grasp objects in both hands simultaneously as
they develop muscular control and coordination. Human
development occurs as a natural process whereby “every-
one, barring those with serious disorders, succeeds and
succeeds well” (Gee, 2004, p. 11). Familiar examples of
human development include learning to walk and learning
one’s native language.


Changes in ability that are only temporary must also be
distinguished from learning, because learning implies a
kind of permanence. Thus, the increased abilities of an ath-
lete taking a performance-enhancing drug would not be
thought of as learning.


Finally, some scholars make a further distinction be-
tween learning as an instructed process and learning as a
cultural process (Gee, 2004). People learn many things by
virtue of the cultural group to which they belong, such as
social norms, rituals, and games. These are not typically
the goals of instruction, whereas school subjects such as
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learning calculus or physics, are. As indicated earlier, overt
instruction is what instructional designers care most about.


In most psychological theories, learning is defined as “a
persisting change in human performance or performance
potential” (Driscoll, 2005, p. 9), with performance poten-
tial referring to the fact that what is learned may not always
be exhibited immediately. Indeed, you may remember
many instances in which you were never asked to demon-
strate what you had learned until a unit or final test was ad-
ministered. It is important to note, however, that such
demonstrations of learning are important for instructional
designers to establish the effectiveness of instruction. How
else can they determine the impact of instruction if they do
not, in some way, ask the learners to perform what was to
be learned in the first place?


Learning is defined further by how it is thought to oc-
cur. In most psychological theories, learning comes about
as a consequence of “the learner’s experience and interac-
tion with the world” (Driscoll, 2005, p. 9), and this inter-
action is understood as an individual process. That is, the
individual interacts with the world surrounding him or her,
and this experience leads to an increased ability to perform
in a particular way. A focus on the individual learner is
why there has been such historical interest in differences
among individuals and why the performance of individual
learners is assessed after instruction. What differs among
particular learning theories is how they describe the ob-
served outcomes of learning and how they explain the
learning process. Some of these differences are described
in later sections of the chapter.


Recently, however, a perspective has emerged that calls
into question the individuality of learning. Adherents of
this view believe that “[psychological] individuality can
only be properly identified and analyzed after the levels of
community have been factored out” (Lemke, 1997, p. 49).
In other words, learning is to be understood in terms of the
activities of people living within a particular sociocultural
setting. In this view, learning is more than a change in per-
formance of a single individual; it can encompass the
performance of a group of individuals sharing a common
purpose or intent or engaged in a common practice.
Furthermore, learning is characterized not just by the
processes within an individual learner but also by the
processes shared by and affecting the members of a
defined group. It is in this perspective that learning as an
instructed process begins to merge with learning as a cul-
tural process.


In the sections that follow, major psychological con-
cepts and principles of learning are explored and their im-
plications for ID discussed. In some cases, such
implications have already been observed as influences on
the field. In others, implications are being imagined and
proposed as potential and future influences on the field.


Behavioral Learning Theory
B. F. Skinner, throughout his life and career, advocated an
approach to the study of psychology and learning that is
focused on behavior (see, for example, Skinner, 1938,
1969, 1987). At the core of his radical behaviorism is Skin-
ner’s belief that learning can be understood, explained, and
predicted entirely on the basis of observable events,
namely, the behavior of the learner along with its environ-
mental antecedents and consequences. Antecedents refer to
the cues occurring in the environment that signal the ap-
propriateness of a given behavior. A stop sign, for example,
signals to the driver that the appropriate behavior is to ap-
ply the brakes. Likewise, a teacher’s admonition to “listen
up!” signals to learners that they should stop talking and
pay attention. According to Skinner, the consequences of a
behavior then determine whether it is repeated and thus
considered to be learned. For instance, a learner who is re-
warded with a teacher’s smile for paying attention in class
will be more likely to follow the teacher’s direction at a
later time than one whose behavior goes unnoticed. Simi-
larly, a learner who tries a new strategy for finding infor-
mation on the World Wide Web is more likely to keep using
it if it proves to be successful (and is thus reinforced) than
if the strategy does not yield the sought-for information.


The principles of behavior modification that Skinner
and his disciples investigated in their research and tried out
in instructional applications have had significant impact
on the ID field. To begin with, behavioral learning theory
is empirically based, which means that behavior is ob-
served both before and after an intervention such as in-
struction has been implemented, and the observed changes
in performance are related to what occurred during the in-
tervention. If there is no change in behavior, then the in-
tervention cannot be considered effective. In the ID field,
these observations are part of formative evaluation, which
is conducted to collect information about whether instruc-
tion resulted in learning and how it might be improved to
result in even better learner performance.


The emphasis in this theory on the behavior of the
learner also contributed to concepts such as behavioral ob-
jectives and the importance of practice in instruction. For
example, prior to instruction, teachers and instructional
designers can determine whether learners have already
acquired a desired behavior by observing them. Desired
behaviors that are not exhibited can be specified as objec-
tives, or learning outcomes, to be addressed in the instruc-
tion that is being designed and developed. In a similar way,
specifying desired behaviors as objectives points out the
need to ensure that learners have sufficient opportunities to
practice these behaviors as they learn.


Finally, behavioral theory influenced early conceptions
of instructional feedback. That is, feedback was assumed
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to be essentially equivalent to reinforcement. When learn-
ers responded correctly during instruction, immediate
feedback that the answer was correct was expected to re-
inforce the response. Likewise, feedback that an answer
was wrong was expected to reduce the incidence of incor-
rect responding. Because of the anticipated reinforcing
benefits of feedback, instructional designs (such as pro-
grammed instruction) resulted that broke instruction into
small steps and required learners to respond frequently
(see, for example, Holland & Skinner, 1961), thus virtually
assuring errorless performance. Unfortunately, these de-
signs were boring to learners, who could also “peek”
ahead at answers before they responded, which meant that
the presumed benefits of feedback were rarely realized
(Kulhavy, 1977).


Cognitive Information 
Processing Theory
The informational value of feedback became apparent
when researchers and practitioners began to adopt the per-
spective of information processing theory. This view rose to
prominence among psychologists in the 1970s, and varia-
tions of it continue to be investigated and articulated today.
Like behavioral theory, information processing theory re-
gards the environment as playing an important role in learn-
ing. Where information processing theory differs from
behavioral theory, however, is in its assumption of internal
processes within the learner that explain learning. “The
birth of computers after World War II provided a concrete
way of thinking about learning and a consistent framework
for interpreting early work on memory, perception, and
learning. Stimuli became inputs; behavior became outputs.
And what happened in between was conceived of as infor-
mation processing” (Driscoll, 2005, p. 74).


Atkinson and Shriffin (1968) proposed a multistage,
multistore theory of memory that is generally regarded as
the basis for information processing theory. Three memory
systems in the learner (sensory, short-term, and long-term
memory) are assumed to receive information from the en-
vironment and transform it for storage and use in memory
and performance. With sensory memory, learners perceive
organized patterns in the environment and begin the
process of recognizing and coding these patterns. Short-
term or working memory permits the learner to hold infor-
mation briefly in mind to make further sense of it and to
connect it with other information that is already in long-
term memory. Finally, long-term memory enables the
learner to remember and apply information long after it
was originally learned.


In addition to stages through which information passes,
processes such as attention, encoding, and retrieval are


hypothesized to act upon information as it is received,
transformed, and stored for later recall and use. For in-
stance, learners who fail to pay attention will never receive
the information to be learned in the first place. To be most
influential on learning, attention must often be directed so
that learners heed specific aspects of the information they
are being asked to learn. Similarly, the process of encod-
ing provides a means for learners to make personally
meaningful connections between new information and
their prior knowledge. Finally, retrieval enables learners to
recall information from memory so that it can be applied
in an appropriate context.


Feedback from an information processing perspective,
then, serves two functions during learning. First, it pro-
vides the learner with knowledge about the correctness of
his or her response or the adequacy of his or her perfor-
mance. While this knowledge is certainly important
during learning, it is not sufficient for correcting miscon-
ceptions or other errors in performance. The second func-
tion of feedback, therefore, is to provide corrective
information to the learner that can be used to modify
performance. In essence, feedback completes a learning
cycle where the feedback can be used to continually
modify what is stored in memory and used to guide
performance.


In addition to changing our conception of feedback in
instructional design, information processing theory
shifted our focus to various attributes of instruction and
how they can facilitate or impede information process-
ing and, thereby, learning. It also put increased empha-
sis on the role of prior knowledge in learning new
knowledge and skills. For instance, a learner who al-
ready knows a good deal about the topic of instruction
can call to mind many cues that will be helpful in pro-
cessing whatever information is new. A learner with lit-
tle prior knowledge, however, can make few connections
between what is already known and what he or she is
being asked to learn.


To assist learners in processing information, practi-
tioners have incorporated strategies into their instruc-
tional designs that direct attention, facilitate encoding
and retrieval, and provide practice in a variety of
contexts. The use of boldface and italic print in text ma-
terials, for example, can draw learners’ attention to im-
portant information just as the use of color in diagrams or
slides can help learners distinguish important features of
visual information. Graphical diagrams and imagery
strategies can help learners make meaningful connec-
tions between their prior knowledge and the new infor-
mation they are learning. Finally, providing many
different kinds of examples or problems in different con-
texts can help learners apply the knowledge they are
acquiring to situations where it is relevant.
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Schema Theory and Cognitive Load
What distinguishes experts from novices in the way they
structure knowledge and in their ability to solve problems?
Questions like this have prompted developments in learn-
ing theory that, while still cognitive in orientation, diverge
from information-processing perspectives. According to
schema theory, knowledge is represented in long-term
memory as packets of information called schemas.
Schemas organize information in categories that are re-
lated in systematic and predictable ways. For instance, my
knowledge or schema of “farm” may encompass cate-
gories of information such as kinds of animals raised there,
types of crops grown, implements used, and so on. Learn-
ers use existing schemas to interpret events and solve prob-
lems, and they develop new and more complex schemas
through experience and learning.


Automation is important in the construction of
schemas, because learners have only so much processing
capacity. “Indeed, knowledge about working memory lim-
itations suggest[s] humans are particularly poor at com-
plex reasoning unless most of the elements with which we
reason have previously been stored in long-term memory”
(Sweller, van Merriënboer, & Paas, 1998, p. 254). More
sophisticated and automatic schemas free a learner’s work-
ing memory capacity, allowing processes such as compre-
hension and reasoning to occur. However, a high cognitive
load is put on learners when they do not have appropriate
or automated schemas to access, or when the learning task
imposes a heavy demand on working memory processes.


From their investigations of cognitive load theory,
Sweller, van Merriënboer, and their colleagues have sug-
gested instructional strategies designed to reduce extrane-
ous cognitive load in instructional materials. These include
providing worked examples and partially completed prob-
lems that learners review or finish solving. Worked exam-
ples appear to be effective not only in well-structured
domains (such as algebra) but also in complex domains
that are largely heuristic in nature (such as troubleshooting
in engineering; Renkl, Hilbert, & Schworm, 2009). In
multimedia instruction, Mayer and Moreno (2003) suggest
that narration, rather than on-screen text, be used with an-
imation or diagrams so that learners’ attention is not split
between two sources of visual input. The split-attention ef-
fect can also be reduced in text-based instruction by inte-
grating explanations within diagrams instead of requiring
learners to mentally integrate text and pictures (Sweller,
van Merriënboer, & Paas, 1998).


Finally, the evolution of cognitive load theory has fo-
cused increasing attention in the instructional design field
on learning of complex, cognitive skills. Van Merriênboer
and his colleagues have proposed the 4C/ID model for
complex learning, which calls for learning tasks to be


sequenced in ways that reduce cognitive load (van
Merriënboer, Kirschner, & Kester, 2003; van Merriënboer &
Kirschner, 2007). That is, learners are gradually intro-
duced to a series of task classes, each of which represents,
on a simple to complex continuum, a version of the whole
task. These are supplemented with just-in-time informa-
tion and part-task practice, depending on the learner’s
growing expertise and the need for automaticity.


Situated Learning Theory
Whereas the context of learning is recognized as important
in information processing theory, it takes on a more central
and defining role in situated learning theory. As an emergent
trend in the cognitive sciences (Robbins & Aydede, 2009),
situated learning or situated cognition theory is regarded by
its proponents as “a work in progress” (Kirshner & Whitson,
1997). There is growing consensus, however, about what it
means to say that “learning is always situated” (Sawyer &
Greeno, 2009) and what this could imply for instructional
design.


Unlike behavioral and information processing theory,
situated learning theory relies more on social and
cultural determinants of learning than it does on individ-
ual psychology. Specifically, knowledge is presumed to
accrue in “meaningful actions, actions that have
relations of meaning to one another in terms of some
cultural system” (Lemke, 1997, p. 43). For example,
children selling candy on the streets of Brazil developed
techniques for manipulating numbers that are related to
currency exchanges, whereas their age-mates in school
learned standard number orthography (Saxe, 1990). To
understand why the candy sellers acquired the particular
mathematical knowledge that they did and why it was so
different from what their age-mates learned requires ref-
erence, at least in part, to the “mathematical and eco-
nomic problems linked to the practice” of candy selling
(Saxe, 1990, p. 99).


Thus, learning from a situated perspective occurs
through the learner’s participation in the practices of a
community, practices that are mutually constituted by the
members of the community. Consider, for example, the in-
structional design profession as a community of practice.
As a student, you are a newcomer to the community,
engaged in learning its models and practices and becom-
ing ever more competent as you gain experience in these
practices. With increasing participation, newcomers
become old-timers in the community, individuals who
control the resources and affect the practices of the com-
munity at large. Faculty members in programs, for exam-
ple, change the practices of the field through their
participation in research and development.
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According to Wenger (1998), learning as participation
can be defined:


• individually, i.e., as members engage in the practices
of a community;


• community-wide, i.e., as members refine the practices
of a community and recruit new members; and


• organizationally, i.e., as members sustain the inter-
connected communities of practice through which
“an organization knows what it knows and thus
becomes effective and valuable as an organization”
(p. 8).


Organizations that hire instructional designers, for ex-
ample, constitute their own communities of practice that
embody the ways in which design is conducted in the
context of their businesses. Yet their practices are influ-
enced by the academic communities from which they
recruit their instructional designers. It should also be ob-
vious that the influence of interconnected communities
of practice works in both directions; academic programs
modify their practices from time to time based on what
they learn from the organizations where they place their
graduates.


Proponents of situated learning theory point to its
strength as integrating knowing with doing. That is, one
learns a subject matter by doing what experts in that sub-
ject matter do (Lave, 1990/1997). As an emergent view
or “work in progress,” the claims of situated learning
theory are not without controversy, but evidence is grow-
ing that supports its validity and useful application to
instruction.


For over fifteen years, Scardamalia and Bereiter (1994,
1996a) have researched a community-of-learners approach
to instruction called CSILE, or Computer-Supported Inten-
tional Learning Environment. CSILE—and its upgraded
version, Knowledge Forum (Scardamalia, 2004; Zhang,
et al., 2009)—is a computer tool that enables students to
engage in the discourse of a subject matter discipline in a
scholarly way. They focus on a problem and build a com-
munal database, or “knowledge space,” of information
about the problem. With current Web technologies,
CSILE/Knowledge Forum has the capability now of linking
experts in the field with students in the classroom in mutu-
ally constituted knowledge-building efforts (Scardamalia &
Bereiter, 1996b). Students continually improve their ideas
as they consult others’work, and they collectively determine
next steps based on gaps in their knowledge. Evidence
from recent studies suggests that the tools embodied in
Knowledge Forum can facilitate high-level collective cog-
nitive responsibility and dynamic knowledge building
among members of the learning community (Zhang, et al.,
2009).


The influence of situated learning theory is also being
felt in designs for anchored instruction. The Cognition and
Technology Group at Vanderbilt (1990) proposed anchored
instruction as a means of providing a situated context for
problem solving. Specifically, they developed video adven-
ture programs containing a series of embedded problems
that engaged the viewers in attempting to solve the prob-
lems. The video adventure story provides a realistic, situ-
ated “anchor” for activities such as identifying problems,
making hypotheses, proposing multiple solutions, and so
on. The expectation is that students will engage in authen-
tic practices of the discipline in which a given set of prob-
lems is anchored, whether mathematics, science, or history,
for example.


Anchored instruction has been criticized for provid-
ing a simulation of a community of practice, casting the
learners as observers rather than participants (Tripp,
1993). But the Vanderbilt group has evolved an ap-
proach where students begin with a video-based prob-
lem but then move through cycles of learning where
they consult various knowledge resources, share ideas,
and revise their understandings (Schwartz, Lin, Brophy, &
Bransford, 1999). Web-based software provides a visual
representation of the learning cycle and facilitates stu-
dents’ action and reflection, as well as their interaction
with others. As with CSILE/Knowledge Forum, this
affords an opportunity for learners to collaborate within
a broader community and leave a legacy for others to
use and build upon.


Gagné’s Theory of Instruction
Although many learning theorists may be interested in what
their work means for instruction, the explanation of learning
is their primary concern. Robert M. Gagné, on the other
hand, was primarily concerned with instruction and how
what is known about learning can be systematically related
to the design of instruction. He proposed an integrated and
comprehensive theory of instruction that is based primarily
on two foundations: cognitive information processing the-
ory and Gagné’s own observations of effective teachers in
the classroom. A long-term collaborator of Gagné, Briggs
(1980) wrote also that “I never asked Gagné about this, but
I believe his early work in [designing training programs for]
the Air Force must have been an important factor in his
later derivation of his (a) taxonomy of learning outcomes,
(b) concept of learning hierarchies, and (c) related concepts of
instructional events and conditions of learning” (pp. 45–46).


As it evolved, then, Gagné’s theory of instruction came
to comprise three components:


• a taxonomy of learning outcomes that defined the
types of capabilities humans can learn;
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• internal and external learning conditions associated
with the acquisition of each category of learning out-
come; and


• nine events of instruction that each facilitate a specific
cognitive process during learning.


Taxonomies of learning existed before and since
Gagné’s formulation of his, but none other besides his in-
cludes all three domains in which individuals are pre-
sumed to learn: cognitive, affective, and psychomotor.
According to Gagné (1972, 1985; Gagné & Medsker,
1996; Gagné, et al., 2005), there are five major categories
of learning:


• verbal information, i.e., knowing “that” or “what”;
• intellectual skills, i.e., applying knowledge;
• cognitive strategies, i.e., employing effective ways of


thinking and learning;
• attitudes, i.e., feelings and beliefs that govern choices


of personal action; and
• motor skills, i.e., executing precise, smooth and accu-


rately timed movements.


The reason for defining different categories of learning
outcomes stems from the assumption that they must all re-
quire different conditions for learning. For example, learn-
ing to ride a bicycle (a motor skill) is different in
fundamental ways from learning the multiplication table
(verbal information), which is different in fundamental
ways from learning to solve scientific problems (intellec-
tual skill).


The differences in conditions of learning across cate-
gories of learning outcomes provide guidelines for which
conditions must be included in instruction for specifically
defined instructional goals. For example, instruction on
the goal of “perform CPR” (motor skill) is likely to include
a demonstration of the procedure, individual practice on
the procedure, and perhaps a job aid depicting each step.
On the other hand, instruction on an attitudinal goal im-
plicit in job training on an electronic support system (such
as, “choose to use the help function before seeking human
assistance”) is likely to provide a human model and focus
on the benefits of making the desired choice.


In addition to conditions of learning that are unique to
each learning outcome, there are conditions of learning
which facilitate the process of learning in general. Gagné
conceived of the nine events of instruction as learning con-
ditions to support internal processes such as attention, en-
coding, and retrieval. The events of instruction are
presented briefly below:


1. Gaining attention—a stimulus change to alert the
learner and focus attention on desired features.


2. Informing the learner of the objective—a statement or
demonstration to form an expectancy in the learner as
to the goals of instruction.


3. Stimulating recall of prior learning—a question or ac-
tivity to remind the learner of prerequisite knowledge.


4. Presenting the stimulus—an activity or information
that presents the content of what is to be learned.


5. Providing learning guidance—a cue or strategy to
promote encoding.


6. Eliciting performance—an opportunity to practice or
otherwise perform what is being learned.


7. Providing feedback—information of a corrective na-
ture that will help learners improve their performance.


8. Assessing performance—an opportunity to demon-
strate what has been learned.


9. Enhancing retention and transfer—examples or activ-
ities that prompt the learner to go beyond the immedi-
ate context of instruction.


The application of Gagné’s theory in instructional de-
sign is often a highly analytical affair, and it is therefore
possible to lose sight of the overall context for learning
while dealing with all the details of instruction. As a means
of helping instructional designers integrate multiple goals
into instruction, Gagné and Merrill (1990) proposed the
notion of an enterprise schema. The enterprise schema
defines the context for learning, the reason for learning a
particular set of goals in the first place. For example, the
enterprise schema of “managing a lemonade stand” pro-
vides a meaningful context for learning how to exchange
currency, how to calculate needed supplies based on an
anticipated volume of business, and so on.


Constructivism
The final theory to be considered in this chapter is not a
single theory, but rather a collection of views sharing a
fundamental assumption about learning that contrasts
sharply with the assumptions underlying theories such
as information processing. The contrast can be drawn this
way. In information processing theory, learning is mostly
a matter of going from the outside in. The learner receives
information from the environment, transforms it in various
ways, and acquires knowledge that is subsequently stored
in memory. In constructivist approaches, on the other
hand, learning is more a matter of going from the inside
out. The learner actively imposes organization and mean-
ing on the surrounding environment and constructs knowl-
edge in the process.


From a radical constructivist point of view, knowledge
constructions do not have to correspond with reality to be
meaningful, but most constructivist researchers agree that
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not all knowledge constructions are equally viable. To sort
out which ideas are viable and which are not, learners must
test their personal understandings against those of others,
usually peers and teachers.


Constructivism has been keenly felt in the world, partly
because it seems to contrast so starkly with the other foun-
dations, such as information processing and Gagné’s theo-
ries, that have influenced practices in our field. Some of
the philosophical issues related to these views are taken up
in Chapter 5 and so will not be repeated here. Rather, I
have chosen to describe a few of what I perceive to be the
greatest impacts of constructivism on the field.


To begin with, constructivist researchers focused atten-
tion on high level, complex learning goals, such as “the
ability to write persuasive essays, engage in informal
reasoning, explain how data relate to theory in scientific
investigations, and formulate and solve moderately
complex problems that require mathematical reasoning”
(Cognition and Technology Group at Vanderbilt, 1991,
p. 34). While these kinds of goals are certainly definable
using taxonomies such as Gagné’s, under such approaches
they do not necessarily assume the prominence that con-
structivists would assign to them. Addressing broad and
complex learning goals is also consistent with construc-
tivist beliefs that individuals do not all learn the same
things from instruction.


Constructivism has also had a substantial impact on
views pertaining to the learning conditions and instruc-
tional strategies believed to support constructivist learning
goals. To engage learners in knowledge construction, fa-
cilitate tests of their understanding, and prompt reflection
on the knowledge generation process itself, constructivist
researchers have recommended the creation and use of
complex learning environments. Such learning environ-
ments should:


• engage learners in activities authentic to the discipline
in which they are learning;


• provide for collaboration and the opportunity to en-
gage multiple perspectives on what is being learned;


• support learners in setting their own goals and regu-
lating their own learning; and


• encourage learners to reflect on what and how they are
learning.


The rapid growth in computer technologies has assisted
researchers in creating different kinds of technology
mediated learning environments that implement these
strategies. It remains somewhat difficult to judge the
effectiveness of these systems, however, because advances
in assessment have not kept up well with advances in tech-
nology. Furthermore, constructivists argue that assessment
of individual student learning should involve authentic


practices observed during learning and would not neces-
sarily reveal a uniform level of accomplishment across
learners.


The popularity of constructivist learning environments
and the difficulty in designing effective ones has led to
recent criticism that they simply do not work. Kirschner,
Sweller, and Clark (2006) conducted an analysis of
“minimally guided” learning environments and con-
cluded that, “Insofar as there is any evidence from con-
trolled studies, it almost uniformly supports direct, strong
instructional guidance rather than constructivist-based
minimal guidance during the instruction of novice to
intermediate learners” (p. 82). While others have taken
issue with Kirschner, et al.’s analysis (e.g., Hmelo-Silver,
Duncan, & Chinn, 2007), an important point to take from
it is that constructivist learning environments can and do
differ greatly in the amount and kind of instructional
support that they provide for learners. In a study of con-
ceptual change in science, for example, Hardy et al.
(2006) found that all students benefitted through their
participation in a constructivist learning environment on
the topic of “floating and sinking.” But students held
fewer misconceptions and adopted better scientific expla-
nations when the teacher structured tasks to highlight
relevant aspects and facilitated student reflection on their
insights.


Conclusion
This chapter has presented a brief introduction to some
of the major psychological principles and avenues of
thought that have contributed (and continue to contribute)
to professional practices in the field of instructional
design. Behavioral and cognitive information processing
theory came out of research programs dominating psy-
chology in the 1960s and 1970s. Gagné’s theory evolved
through two decades of research from the 1960s to 1980s
and integrates cognitive with behavioral views. These the-
ories collectively form the bedrock on which the field of
instructional design was founded and initially developed.
They provided, and continue to provide, useful and reli-
able guidance for designing effective instruction.


Constructivism, schema theory, and situated learning
theory now offer the ID field other ways of thinking about
learning. Along with advances in technology, they prom-
ise design strategies for producing learning environments
more complex, more authentic, and more appealing than
ever before. The long-term implications of these theories
to the ID field are not yet fully known, but they surely of-
fer an invitation to professionals new to the field to help
shape that legacy.
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Summary of Key Principles


Taking into consideration the various theories of learning
and instruction that have been described in this chapter,
listed below are some key principles instructional designers
should keep in mind as they engage in the design process:


1. Observe the behavior of learners to identify what
students need to know, where they need practice, and
when they have met a desired standard of
performance. This can also help you make
judgments about the effectiveness of instruction in
facilitating students’ learning.


2. Use instructional strategies that direct learners’
attention, help them make relevant information
personally meaningful, and provide them practice in
a variety of contexts to facilitate transfer.


3. To help students learn complex skills, use
instructional strategies such as worked examples and


Application Questions


1. Assume that you are trying to teach learners how to
calculate and compare the unit costs (e.g., price per
ounce) of various sizes and/or brands of the same
product. Select three of the theories of learning
discussed in this chapter. For each of the three,
describe the nature of the instructional activities that
you would design if you were adhering to that theory
as you were planning the instruction.


2. Select two instructional goals that represent
simple versus complex learning outcomes. How
would the learning theories discussed in this chapter
be employed to develop instruction to teach the goals
you have selected? How would the instruction differ
in each case? Would one or another theory be more
applicable to one goal versus the other? Why?
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Chapter 5
Constructivism in Practical and Historical Context


If you spend time with professional educators—K-12 teach-ers, education professors, or even corporate trainers—you
will run into the term constructivism. As its name suggests,
constructivism sees learning as a process of constructing or
making something. Constructivism says that people learn by
making sense out of the world—they make meaning out of
what they encounter. Exactly how people construct meaning
is something that learning theorists debate—some arguing
for fairly mechanistic processes of information encoding and
retrieval, others seeing the process in qualitative, experiential
terms. Whatever the exact process of meaning construction,
instructors and instructional designers try to create condi-
tions for meaningful learning to happen in classrooms and
courses, and on the job.


Constructivism is a theory or philosophy of learning
“based on the idea that knowledge is constructed by the
knower based on mental activity” (Skaalid, no date). It can
be defined as “meaning making . . . rooted in the context
of the situation . . . whereby individuals construct their
knowledge of, and give meaning to, the external world”
(Babb et al., no date). As an educational philosophy it
came to prominence in the early 1990s. Based on writing
of that time (Dunlap & Grabinger, 1996; Merrill, 1991;
Savery & Duffy, 1996; and Wilson, Jouchoux, & Teslow,
1995), the basic precepts are:


• Learning is an active process of meaning-making
gained in and through our experience and interactions
with the world.


Brent G. Wilson
University of Colorado Denver


• Learning opportunities arise as people encounter cog-
nitive conflict, challenge, or puzzlement, and through
naturally occurring as well as planned problem-
solving activities.


• Learning is a social activity involving collaboration,
negotiation, and participation in authentic practices of
communities.


• Where possible, reflection, assessment, and feedback
should be embedded “naturally” within learning
activities.


• Learners should take primary responsibility for their
learning and “own” the process as far as possible.


Note that the first several bulleted precepts are de-
scriptive in nature, and then the last couple shift to a pre-
scriptive tone. This reflects the nature of constructivist
theorizing—it rests on a descriptive base, but extends to
guidelines for instructional design.


The bulleted precepts above suggest a renegotiation of
teacher and learner roles. Instruction is not so much done
to learners as it is meant to engage learners in a process of
inquiry and activity. The instructor shifts role from “sage
on the stage” to “guide on the side”—still sharing infor-
mation where needed, but primarily engaging learners in
authentic and challenging learning activities.


Constructivist teaching is often contrasted with “the lec-
ture approach” (less charitably referred to as “knowledge
dumping”), which involves students passively receiving
content presented in lectures and textbooks. This approach
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1Epistemology is a branch of philosophy addressing knowledge—how
we know, what it means to know, etc. Postmodern critique challenges
stories and assumptions underlying our theories, ideas, and practices
(Friesen, 2009).


has mistakenly been characterized as behaviorist—a
mistake since behaviorist learning requires above all active
responding. But it is no mistake that learners, whether in 
K-12, higher education, or training settings, are too often
underengaged, underchallenged, passive, or disengaged
mentally and physically. So constructivism—stressing active,
ongoing meaning-making through authentic engagement—
remains a useful idea for learners and instructors at all
levels of education and training.


The bulleted list above may seem fairly innocuous, but
that’s one of the problems with constructivism—it suffers
from a lack of specificity wherein some practices would be
excluded. In reality, people talk about constructivism in
very different ways, with very different underlying beliefs.
Perhaps because of its fuzziness, constructivism has nearly
achieved the status of common sense among today’s edu-
cators. And that’s always dangerous because it remains
largely unquestioned and unexamined.


This chapter examines the idea of constructivism and
explores its place in the field of instructional design and
technology (IDT). To do this, we briefly show where con-
structivism fits into the history and evolution of the field.
We present some potential benefits and problems with the
approach, then conclude with some thoughts about its con-
tinuing role in the profession.


Historical Perspective
The place of constructivism can be located within the over-
all history of the field. A quick sketch might portray the
decades in the following terms:


1960s and 1970s—The birth of instructional theory
and active research on instructional strategies.
Consistent with stimulus-response psychology, we
thought that instructional strategies—what instruc-
tion did to the learner—best accounted for learning.
1980s—Shift to cognitive learning theory and related
instructional theories. What goes on in people’s
heads was seen as an important mediator in learning.
So instructional strategies were designed to change
how people processed and structured information—
which led to learning. Related advances included
expert systems, intelligent tutors, expert-novice
research, mental models, cognitive task analysis, and
cognitive load theory.
1990s—Shift to constructivism and situated learning.
The qualitative side of cognition rose in prominence,
complementing the prior work on information
processing and memory structures. Constructivism
was more about authentic practice and community
participation and less about acquisition of declarative
and procedural knowledge. Researchers became


more aware of different theories of knowledge
(epistemology1) and postmodern critiques of theory
and practice.
2000s—More attention to practice, engagement, and
experience. Situated practice rose in prominence, for
learners but also for instructors and designers.
Guided by the growth of educational games, media,
and the Web, old models of motivation gave way to
models of interest, engagement, participation, and
the learning experience.


As can be seen from the above summary, the overall
trend has been toward meaningful engagement and au-
thentic practice. The early 1990s marked a major shift for
instructional designers as a first challenge to positivist or
objectivist psychology. In 1991, a special issue of
Educational Technology was devoted to constructivism
(Duffy & Jonassen, 1991). Advocates of constructivism
(e.g., Cunningham, 1991; Perkins, 1991) as well as critics
(Dick, 1992; Merrill, 1991) participated vigorously in con-
versation about how these ideas fit the practices and mod-
els of instructional design.


Some of the negative response to constructivism was
due to statements like “learners construct their own
reality” and “assessments should be goal free” that tra-
ditionalists appropriately perceived as over the top. But
generally, the debate was enlightening and broadening.
The ideological split has receded somewhat in recent
years, replaced by a more diverse and fractured array of
positions and perspectives. The larger reality is, practi-
tioners themselves feel little affected by these buffetings
of theory. In fact the enduring concerns of practitioners
serve as a sort of mooring that help keep our focus on
things that make a difference, and not get too caught up
in ideological debates.


Instructional Models Linked
to Constructivism


Described below are some noteworthy instructional mod-
els that incorporate many of the principles of construc-
tivism. To varying degrees, each of these models has had
an influence on instructional design practices.


Problem-based learning. Working with medical-
school faculty, Howard Barrows (1988) developed a model
for centering instruction around a key statement of a prob-
lem, prompting team-based inquiry and problem-solving
processes. The problem-based learning (PBL) model
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spawned hundreds of projects and research studies in a
variety of disciplines, and has been largely successful in
terms of student learning (Hmelo-Silver, 2004).


Anchored instruction. John Bransford and col-
leagues produced a series of videodisc lessons presenting
a problem in an authentic or everyday context, requiring
math for its solution. These authentic “macrocontexts” for
classroom discussion and problem solving were proven
useful as instructional strategies (Cognitive and Technol-
ogy Group at Vanderbilt, 1990) and influential as instruc-
tional designers borrowed elements of these cases for
incorporation into their own instructional and training
products.


Cognitive apprenticeship. Based on a theory of situ-
ated cognition, Alan Collins and John Seely Brown devel-
oped an instructional model meant to include key aspects
of informal learning (Collins, Brown, & Newman, 1989),
similar to how apprentices learn from their masters in work
settings. This model became popular among instructional
designers seeking a framework for designing authentic but
replicable instruction.


Intentional learning environments. Carl Bereiter
and Marlene Scardamelia developed a series of models
and computer tools for collaborative problem solving, rea-
soning, and argumentation (Scardamalia & Bereiter,
1991). Their systems were used primarily by middle
school and high school students, but influential among
IDT professionals more generally.


REALs. Joni Dunlap and Scott Grabinger (1996) devel-
oped a model for designing authentic instruction called
REALs (rich environments for authentic learning), incor-
porating key aspects of constructivism into a prescriptive
model for design. While not followed up in terms of vali-
dation and research, the model remains a nice capturing of
constructivist elements.


For more information about constructivist models of
instruction, see Wilson and Cole (1991, 1996) and Ryder
(2010).


Potential Benefits of Constructivism


Proponents of constructivism point to a number of strengths
of the position, summarized below.


Correspondence to how people really learn.
Constructivism’s depiction of learning through active
engagement and meaningful activity is generally corrobo-
rated by findings in neuroscience, anthropology, and edu-
cation. This is a broader theoretical base than the traditional


reliance on psychology and can lead to valuable guidelines
for instructional design. At the same time, its fuzziness
and imprecision can make research difficult (Winn, 2003). A
research community known as the learning sciences has
continued a serious research agenda based on constructivist-
compatible ideas, albeit with a more rigorous research
method (Sawyer, 2006).


Higher-order learning outcomes. Constructivist
teaching focuses on problem solving and critical thinking,
and higher-order cognitive outcomes. These higher forms
of learning, while challenging to accomplish in instruc-
tion, are critical objectives for education and training, and
closer to the demands of expertise in the “real world.”
Focus on higher-order learning helps IDT professionals
move beyond technical training to include “softer” train-
ing for managers, leaders, and professionals, oftentimes
designed to help them learn how to analyze and solve ill-
structured problems.


Better integration of affect and emotion. Con-
structivist learning seeks to integrate emotion, affect, and
engagement into discussions of learning and cognition.
This holistic approach is generally good because instruc-
tion becomes more than an “academic” thing—it draws on
the whole person and leads to more realistic representa-
tions of expertise.


More relevance to job and out-of-the-classroom
performance. Because of its emphasis on authentic
performance in realistic settings, constructivist learning
can potentially be more relevant to out-of-the-classroom
needs. As learners encounter more complex problems and
tasks during instruction, they should be able to transfer that
knowledge to work settings more easily. This depends on
the quality of the instruction, of course, and how closely
the conditions in the learning setting match those that the
learner will experience on the job. Of course, for certain
kinds of job needs, a very focused tutorial or job aid avail-
able at work may be more appropriate than a separate re-
source that tries to simulate job conditions. Generally
though, constructivist principles should lead to greater rel-
evance to jobs and the outside world.


Some Risks and Challenges
Like all approaches, constructivism solves some problems
while perhaps creating others. There are some situations
where a constructivist solution is a perfect fit—and then
others where it may be a stretch. In this section, we
examine some of the downsides to adopting a construc-
tivist stance.
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Shift in Energy/Control from Instructor
to Learner


We start with the biggest concern. In most courses, instructors
are the hardest workers. They are the most active and en-
gaged; they rarely fall asleep in class. They make the hardest
and most interesting decisions and solve the most problems—
and usually the most authentic and interesting problems. And
they tend to learn the most (their first few times teaching any-
way). This is reversed in constructivist instruction: Learners
are put in situations where they have to do the really interest-
ing work. They take on jobs that the instructor might other-
wise do—choosing an area to work on or an approach to
solving a problem, determining roles of team members, judg-
ing sources and methods, evaluating quality and appropriate-
ness of solutions, and giving feedback and consulting with
other learners. While, in theory, handing over these responsi-
bilities to learners may sound great, a number of questions
quickly emerge for instructional designers and instructors:


• Are learners prepared to take on this new work?
• Are they motivated and emotionally mature enough to


work independently and look after each other’s interests?
• Do they have the prior knowledge they need to handle


complex, authentic environments?
• Do they have adequate access to needed information?


In general, high-quality constructivist teaching requires
more support, more access to resources, more careful design
and attention to detail, more progress monitoring, and more
careful craft guidance than traditional instructor-led teach-
ing. Setting up a constructivist learning experience and get-
ting it working right can be a huge pain for instructional
designers, nearly always requiring field testing to get it right.
But if done well, the investment can result in significant
learning gains—and just as important—more fully engaged
learners. After iterations of design and revision, the instruc-
tor may end up truly acting as “guide on the side,” enjoying
the energy and engagement and active learning of individu-
als and teams. Watching learners take responsibility and be-
come truly engaged can be enormously satisfying, but
getting to that point can be an ordeal.


As instructional designers and instructors go about
planning instruction that shifts energy and work into learn-
ers’ hands, they will be faced with many other questions
relating to the design of this new type of learning environ-
ment. For example:


• Given the new demands on the instructor, how can we
design a learning environment that helps instructors:
• Maintain a sense of control in the classroom, amid


the apparent chaos and cacophony of student work?
• Survive the transition to constructivist teaching,


when both the instructor and the learners are in a


learning mode and adjusting to the new require-
ments?


• Guide and direct learning without preempting stu-
dents’ own initiative?


• Monitor progress—particularly of learners who ap-
pear to be struggling or disengaged?


• Achieve a sense of professional satisfaction now
that the instructor is no longer serving as the sage on
the stage?


• How can we make best use of technology—not just
for presentation, but for communication and ongoing
assessment to inform decision making?


• How can we invite engagement and buy-in, and give
learners a sense of ownership—while still accom-
plishing the learning objectives?


• How can we accommodate the needs of different
learners and perhaps their need for differentiated
learning outcomes?


Maintaining classroom control and surviving a transi-
tion (the first two above) are probably the top concerns for
most instructors. Teaching a class is like a fine-tuned cho-
reography, and instructional designers who try to upset the
dance by changing steps and inserting new routines, can
easily lose their audience in the process. The shift toward
constructivist learning is indeed a major decision and com-
mitment, involving new learning for students and instruc-
tors alike. Instructors who are being asked to make this
shift should be supported in their efforts, and have access
to knowledgeable mentors, information resources, and a
supportive incentive/management structure to make this
change successfully.


By the way—if it appears that I’m raising more ques-
tions than I’m answering, it’s because instructional theo-
ries and ideologies are like that. Every instructional theory
is seriously underspecified—that is, it doesn’t really tell
you everything you need to design a lesson like that. Too
much depends on the local situation, the goals and con-
straints, and the expertise of participants. Instructional the-
ories are necessarily abstract and general, leaving so much
to real-life teams and individuals. That’s why designers are
paid the big bucks—and another reason why they should
not look to theories to “save” them!


Getting the Learning Right


Consider the case of George. George thinks of himself as
a constructivist. His courses contain just a few articles as
assigned readings—no textbooks. Students complete just
two major projects, one individually completed and one
assigned to groups of three or four students. He rarely lec-
tures but rather turns class time to students to work on their
projects. Each project has a rubric with criteria to guide
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students, also used for grading. Students approach him
about their work, and he advises and helps them find
resources.


Unfortunately, George’s students report a frustrating
experience. They come into the class lacking knowledge,
and too often exit with the same concern. A feeling of dis-
orientation pervades. They are tired of not knowing where
to look, pursuing unpromising leads, waiting for help or
guidance. Only gradually do they create a picture of
things—but too late to really be of help to them on their
assignments.


The moral of the story: It’s possible to follow the pre-
cepts of constructivist learning—and still have less than
successful instruction. Potential problems, beyond those
already discussed, that instructional designers need to
think about include:


• Low-level outcomes due to inefficient activity.
George’s students may be working actively on
“authentic” tasks within complex environments, but
their efforts are not directed at the right work. Too
much time is spent on low-payoff activities: vague in-
formation searching, attending to unimportant tasks
and details; trying to solve problems using means-end
strategies (essentially educated guessing, and trying
again). In spite of all their activity (or because of it?),
a close look at their learning is disappointing—not
much new information, and not enough higher-level
problem solving and schema acquisition.


• Misalignment with standards and objectives.
Constructivist learning approaches tend to focus on
just a few projects and cases. For curricula with
broader learning requirements, this can be a dispro-
portionate investment of time and attention, leaving
other objectives unaddressed. Making things fit
within a strictly defined curriculum can require some
larger rethinking of overall goals and objectives.


• Mistaking activity for targeted learning. Many stu-
dents, instructors, and instructional designers are
prone to confuse busy activity with learning. While
activity does equate to learning at some general level,
activity does not assure mastery of a targeted learning
objective. Thorough assessment of targeted learning
can verify whether students’ active engagement is ac-
tually resulting in their picking up the needed knowl-
edge and skills of the lesson. In addition, multiple
assessments—ongoing and summative, formal and
informal—can provide a redundancy to assure mastery
of any critical learning objectives.


• Seduction of media/production values. Constructivism
and technology go hand in hand, because of the scaf-
folding, support, and affordances for engagement
available through various tools and resources on the


Web. Many Web resources are of high presentation
quality and compete well with entertainment media.
But instructional designers should be careful in their
selection of these media resources. We often gravitate
to cool video clips that look and sound compelling, but
don’t really further understanding of the content.
Media can be effective as a first introduction to a sub-
ject, or as illustration or support. But learners need en-
couragement to go deeper and make connections to
subject matter and solution paths. Sometimes the
richer media may be less relevant than the mundane
text-based page or article.


• Hard to measure benefits. The full learning accrued
from constructivist teaching methods can be hard to
pin down using objective assessments. The easiest
way to teach a fixed and narrow learning target would
usually be straight-ahead direct instruction. But con-
structivist methods lead to broader outcomes—a
competent, confident problem solver who loves the
subject matter. These outcomes may be seen as
secondary to bottom-line skills of literacy and math
computation, or technical mastery of job competen-
cies. Instructional designers should strive to identify
and/or create assessment techniques that adequately
address both the bottom-line skills and these harder-
to-measure outcomes.


• Ties to privilege and access. Postmodern theorists
have offered critiques of constructivism that cast it as
another privilege enjoyed by the White middle class
(Popkevitz, 1998). Lower-class, high-minority
schools are rarely the innovators in this area. In work
settings, lower-paid workers often receive technical
training that is less engaging and authentic when com-
pared to management training. Access to enabling
technologies also varies across class, race, and cul-
ture. When learners are not well prepared with prior
knowledge and academic study skills, constructivism
may be seen as a dispensable luxury. Even when con-
structivists’ lessons are employed, do all students re-
ally benefit? Critiques of privilege and power tend to
examine the winners and losers of any ideology or
intervention—and constructivism needs to undergo
the same scrutiny.


Concluding Thoughts
Instructional design depends on good theories of knowl-
edge, learning, and instruction. Constructivism in its many
faces and forms contributes to that theory base. At the
same time, the field depends on skilled professionals who
know what to do with a good theory—to use it in combi-
nation with local knowledge and ideas for making good
instruction. Moreover, instructional designers need the
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moral grounding to ensure that the right people benefit
from their efforts, particularly those who may not be in po-
sitions of power or influence (Wilson, 2005).


Constructivism continues to be part of the discourse
and practice of instructional designers. In a way its gener-
ality (or fuzziness) works to its advantage—it stands for a
whole family of strategies and models aiming to make in-
struction more meaningful and authentic. A key character-
istic of most of those strategies and models was touched
upon by Martin Ryder (2008), who offered a definition of
constructivism as “a philosophical position that views
knowledge as the outcome of experience mediated by
one’s own prior knowledge and the experience of others.”


Note the emphasis on experience, essentially people’s en-
counters with their worlds (Parrish, Wilson, & Dunlap, in
press). It’s that bigger picture of learning from experience—
from their world encounters—that seems to be taking root
among many instructional design theorists.


As a current philosophical or scientific theory, con-
structivism is showing signs of wear. However, until a bet-
ter “ism” comes along and makes a splash, constructivism
is good shorthand, denoting our general aims for making
instruction more meaningful, authentic, and problem
based. These are enduring values among instructional de-
signers and will have a place in our discourse for many
years to come.


Summary of Key Principles


1. Constructivism is a stance toward designing
instruction that emphasizes learners’ construction of
meaning through collaboration and engagement with
authentic problems.


2. The primary benefit of constructivism is its closer
match to how people really learn—through direct
engagement with their worlds, generally leading to
more meaningful learning outcomes.


3. A principal concern is preparing learners to take
more responsibility for their own learning, when
they often lack the prior knowledge or 


dispositions to succeed with these added
responsibilities.


4. Compared to traditional approaches, constructivist
designs generally require more careful design,
performance monitoring, scaffolding, and field
testing, in order to provide the needed guidance and
support to learners.


5. The key to successful constructivist instruction—
indeed of all instructional design—lies in the details
of the doing, at least as much as in the particular
theory or model being applied.


Application Questions


1. The training director at a local hospital has asked
you to design a three-hour (maximum) training
session for the nurses that will result in their
engaging in friendlier behaviors when they interact
with the family members of patients. Twenty nurses
will attend each training session, which will be
offered repeatedly until all of the nurses in the
hospital have had the opportunity to attend. In
addition, the training director, who has just taken the
Theories of Learning course in her online masters
degree program, suggests: “And can you design the
session using a constructivist approach? I’d like
nurses to somehow get engaged in something
meaningful, not just see a lecture or be taught a set
of rules.” As a start, the training director has asked
for a one-page (approximately four hundred word)
memo briefly describing:
• The instructional activities that will take place dur-


ing the training session, and


• How those activities embody most of the instruc-
tional principles associated with constructivism (be
sure to clearly indicate what those principles are
and how the activities embody those principles).
Write the memo!


2. As an instructional designer within the Faculty
Teaching Center, you are working with Serge, a
tenured psychology professor doing a makeover and
redesign of a human motivation class offered to
psychology majors. Now entering his fourth year
teaching the course online, he feels experienced and
qualified to teach online. In an effort to make the
course more engaging and meaningful, he revised
one unit into a project-based assignment for teams of
three to four students working together in private
work areas. The response from students was
encouraging—they generally like the project as a
diversion from weekly readings and online
discussion. The problem is: teams vary considerably
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in the quality of the submitted work, leading to some
less than desirable grades for about a third of the
class. Because of the course schedule, students move
immediately to the next unit upon submission of
work, and do not review each other’s submissions.


Serge tells you “I like the direction we’re
heading, but a couple of teams reported frustration
about the unit; they seem to be grasping for help
about how to do it better. How can I give them better


guidance without being too heavy handed? I don’t
want them just to copy a template or example I
provide.”


What are the next steps in the consultation
process? Drawing on constructivist principles, what
questions would you put to Serge—or advice would
you give? What could you draw from your reading
of benefits and concerns about constructivist
teaching, that might inform the conversation?
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The goal of this chapter is to describe the learning sci-ences perspective. We address questions about how
this perspective emerged, what makes it unique, how it
goes beyond previous perspectives on learning, and what
research findings and practical tools for the instructional
designer may result from taking this perspective. To
start the chapter, we will take a journey back about forty
years ago.


At that time cognitive psychology was moving into
the mainstream of psychology and becoming increas-
ingly entwined with educational applications. Overall,
there were three major trends that led to the blossoming
of a cognitive psychology relevant to education. First, the
departure from purely behaviorist models of psychology
allowed for alternative theoretical bases for under-
standing human learning. Second, the emergence of the
interdisciplinary field of cognitive science legitimized
mixing and matching approaches from disciplines as var-
ied as computer science, anthropology, linguistics, and
philosophy with traditional psychological theories and
research methods, which helped bring to the forefront
context and culture as key factors in learning (apart from
learners’ individual psychology, or the particulars of an
instructional design). Third, the rise of computer tech-
nology opened the doors to a design-mindedness that
matched well with teaching and educational psychology,
arguably the first design-oriented domains within
psychology.


Chapter 6
The Learning Sciences: Where They Came From 
and What It Means for Instructional Designers


Christopher Hoadley
New York University


James P. Van Haneghan
University of South Alabama


Multiple Theories 
of Learning in Psychology
By the 1970s, psychology was in a marked transition.
The dominant paradigm in the early twentieth century
was behaviorism, which focused on linking discrete stim-
uli to responses through association or reinforcement.
However, behaviorism was challenged by a number of
alternative paradigms that emerged after World War II.
Work in linguistics and information theory, and the emer-
gence of the computer led to ideas that led to the ques-
tioning of behaviorism. For example, Chomsky (1959)
suggested that behaviorist concepts could not explain the
generativity of language. The growing movement to-
wards taking “thoughts” and “ideas” seriously as psy-
chological phenomenon was termed “cognitivism.” As
behaviorism was being challenged by cognitive models
of thinking, cognitive scientists were building artificial
intelligence models of human cognition, and ideas about
cognitive development were being developed and stud-
ied. For example, Shank and Abelson’s (1977) book that
melded together artificial intelligence and human think-
ing about events led to a great deal of research using the
script concept to describe how people understood and
behaved in real-world contexts (e.g., how one conceptu-
alized a visit to a restaurant). Developmental psycholo-
gists were busy testing out Piaget’s theory of cognitive
development to test its explanatory limits. The laboratory
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for comparative human cognition (LCHC) led by Cole
(e.g., Cole & Means, 1981) was busy examining how
many of the tasks researchers took for granted as indica-
tive of cognitive skill were viewed differently in other
cultures. Meanwhile, cognitive psychologists were inves-
tigating the implications of the cognitive architecture of
human thinking by studying memory, perception, lan-
guage acquisition, and how people acquire and automatize
skills (Gardner, 1985). At every turn, these psychological
concepts were suggesting new ways to think about edu-
cation and learning.


Computer science had a unique role in this mix of dis-
ciplines, both as a tool for empirical science and as a plat-
form for intervention. Researchers saw the promise of
cognitive science (both psychology and artificial intelli-
gence work) to perhaps change the practices and ap-
proaches we had held onto so long in education. John
Anderson and colleagues began studying “intelligent
tutoring systems” (Anderson, Boyle, & Reiser, 1985) in
which carefully constructed artificial intelligence models
of problem solving in a domain such as algebra could
direct a computer to provide guidance to learners. These
tutoring systems were used to test and refine the induced
models of how people think, but they also could be used to
try to prompt and support students by solving problems
along with them, and then giving feedback when the stu-
dents’ problem solving started to stray. Papert’s (1980)
book Mindstorms showed how children could invent and
create using the LOGO computer language. The premise
put forth by Papert was that learning could take place in
interaction with tools for construction, and computers
could be general purpose tools for letting learners con-
struct artifacts that reflected their understanding of a wide
variety of domains. Bransford created the Learning Tech-
nology Center at Vanderbilt University in 1984 to develop
new ways of using technology (especially video and com-
puters) to help children learn; their interventions drew on
what was known about how experts and novices think
differently in learning domains, but also drew on ideas
about more contextual aspects of learning, such as the use
of authentic problems to motivate students. The recogni-
tion that technological artifacts and tools could change the
way we think and learn was something that went hand-
in-hand with the cognitive revolution; rather than simply
deliver fine-tuned messages to students about what they
should know, the cognitivists began exploring how learn-
ers constructed knowledge as they did the work of making
sense of the world around them. Along with new theories
of learning, new ways of researching needed to be devel-
oped because the process no longer was to simply test a
theory, but to see how practices changed when new arti-
facts and ideas were introduced.


Broadening the Study 
of Learning to Include Context
Research from several different fronts seemed to point to
the central role of context in understanding learning and
development. As early as the 1970s, Lee Cronbach (1975)
highlighted the weaknesses in psychology’s reduction of
the study of education to two-way linear interactions be-
tween individual differences and educational interven-
tions. What this perspective is blind to is both higher order
(non-linear) interactions, and the effects of learning con-
texts. Cole’s LCHC group found that depending on the
context, what was intelligent behavior could be construed
differently. Those studying Piaget’s theory found that chil-
dren’s competence on tasks of logical thinking was alter-
able by changing the context of the task (e.g., McGarrigle
& Donaldson, 1974). Those trying to implement tools like
LOGO found that success required more than giving chil-
dren the opportunity to interact with the computer pro-
gram, and that the effects of a tool like LOGO did not
generalize as widely as people thought they might (Pea,
Kurland, & Hawkins, 1985). Other attempts to implement
what cognitive scientists thought would be effective in the
classroom also ran into problems. Researchers studying
memory wondered why students did not access the knowl-
edge they had and set out to discover what it would take to
help them access their available knowledge.


The recognition of the importance of context suggested
that the unit of analysis for understanding learning had to
be larger than the individual person. People learned things
with other people and generally learned with culturally de-
veloped tools and artifacts. Hence, studying these interac-
tions, tools, and artifacts meant considering ideas from
fields like sociology and anthropology, semiotics and lin-
guistics as part of the research and theory-building
process.


Four somewhat related theoretical ideas emerged to
help frame this new understanding. First, there was the re-
discovery of Vygotsky’s theoretical work as presented in
the Mind and Society compilation (Vygotsky & Cole,
1978). Vygotsky died in 1934, but his ideas were not
widely known outside of the Soviet Union (and were sup-
pressed there). Hence, the ideas were largely unknown in
the United States. They contained within them, however,
ideas that resonated with the findings of individuals ap-
plying cognitive science in the everyday world. First, in-
stead of being secondary, the importance of culture and the
artifacts were primary. Both the learning of the individual
and the adaptation of the species were tied to cultural arti-
facts and tools. People’s cognitive processes are created in
conjunction with the tools of the culture, and at the same
time, the tools of the culture are enhanced by the thinking
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of people and societies. Additionally, Vygotsky’s idea of
the “zone of proximal development” (ZDP), led people to
think differently about learning, assessment, and develop-
ment. The idea of the ZPD is that the cutting edge of learn-
ing is not what a student can do individually, but what he
or she can accomplish with the help of a more able other.


Out of these ideas, and in particular the idea of the
“zone of proximal development,” Brown and Campione
(1994) developed the Fostering Community of Learners
model for teaching science. The approach involved devel-
oping group projects around thematic science units that
featured (a) distributed expertise among students and (b)
activities that create a discourse around topics that looked
more like what scientists do than typically classroom sci-
ence that focuses on vocabulary memorization and
“canned” labs.


Also coming out of the renaissance of thinking about
Vygotsky was the notion of distributed intelligence (Pea,
1993). As Pea notes, the concept of historically changing
tools for thinking that arise from human cultures in
Vygotsky’s theory fit well with the notion that technologies
provided tools that changed thinking processes in people.
Pea and others suggested that the transformative potential
of new forms of technology that were emerging not only
made activities easier, but actually changed how they were
carried out. In other words, what was intelligence was ac-
tually changed by changing the tools for thinking. Thus,
Vygotsky’s model also provided a way to conceptualize the
transformative impacts of new technology.


Second was the idea of situated learning (Greeno & The
Middle School Mathematics Through Applications Project
Group, 1998; Kirshner & Whitson, 1997; Lave, 1988;
Lave & Wenger, 1991). For example, Lave (1988), who
did work cross-culturally and in everyday contexts like
grocery shopping, found that learning in these informal en-
vironments was not something that widely generalized,
but tended to be highly tied to the activity context and its
meaning for the people involved. Such analysis raised se-
rious questions for traditional schooling, where the learn-
ing of students in formal classroom settings would
purportedly transfer to new contexts in the everyday
world. In contrast, a basic tenet of situated cognition is that
in order to promote skill transfer from the learning setting
to the “real-world” setting in which the skills are expected
to be employed, the conditions in the learning setting
should be as similar as possible to those that the learner
will encounter in the real world.


A third idea was that of anchored instruction (the Cog-
nition and Technology Group at Vanderbilt, 1990). The an-
chored instruction model arose out of the notion that in
order for people to access knowledge, they need not only
to experience it, but to experience it such that they can


know when to use it. It is “conditionalized” (National
Research Council Committee on Learning Research and
Educational Practice, Bransford, Pellegrino, & Donovan,
1999) to particular classes of events. Without anchoring
the knowledge to situations where the purpose of the
knowledge is clear, then is likely to become inert. Ideas
like these, and interest in applying knowledge in real con-
texts led researchers to look for new perspectives. Out of
work on anchored instruction came the Adventures of
Jasper Woodbury (Cognition and Technology Group at
Vanderbilt, 1992), a series of videodiscs (later CD-ROM)
that was involved in helping middle school students de-
velop skills in solving complex mathematics problems by
presenting the problems to them in simulated real world
contexts designed to be of interest to the students.


Fourth, Roger Shank, bolstered by the insights gained
from his computer models of how people think in the real
world (e.g., Riesbeck & Schank, 1989), started a center for
Learning Sciences that focused on developing similarly in-
novative approaches to professional development and
training. Shank is generally seen as the first to use the term
the learning sciences, but his concept of the learning sci-
ences did not encompass the diversity of perspectives that
today make up the field (Hoadley, 2007). In 1991, the
Journal for the Learning Sciences was started (Kolodner,
1991) and later the International Society for the Learning
Sciences was formed.


As initiatives such as these emerged, they contained
some common elements that made traditional research
methods problematic; yet researchers felt they were learn-
ing something fundamental about how students can learn.
Traditional research and evaluation methods, such as
randomized experiments, require controlling variables and
manipulating only a few things at a time. Traditional pro-
gram evaluation methods focused largely on outcomes
without paying enough attention to the learning of re-
searchers during the process of designing these interven-
tions. Researchers felt they were learning something
fundamental about learning as they developed new in-
structional approaches, and consequently felt the need to
develop new methodological approaches. Brown (1992)
and Collins (1992) created what was initially talked about
as design experiments and later more generally described
as design-based research (Design-Based Research Collec-
tive, 2003). The basic method involved documenting what
was going on in an applied setting and examining the im-
pact of complex instructional implementations as they
went through different phases of design and development.


An example of design-based research is a project in
which the second author has been involved. The project
involves the development of engineering design chal-
lenges for middle school students. In that initiative, both
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the process of developing the modules and the examina-
tion of their effectiveness are being studied. Initial analy-
ses involve examining, frame by frame, videotaped
observations, seeing the effectiveness of the design model
in action. Later on, as the revision of the modules takes
place, the results of adding new kinds of instructional
tools or assessments to the modules will be examined. The
focus throughout this project will be on the innovative in-
structional processes and tools that are part of the creation
of new instruction in school or other contexts. The project
entails periods of design and testing, with the processes
and products of instruction being the focus. Just as an en-
gineer may come up with a design for a product that can
be used in a variety of applications and tells us something
fundamental about the nature of something, so too can
instructional designers engage in a process that yields a
process or product that can be applied to a variety of
contexts and can tell us something fundamental about
learning.


Although the notion of the learning sciences emerged
before its publication, Stokes’ (1997) book entitled
Pasteur’s Quadrant framed nicely what learning scientists
were attempting to do. Dismissing the unidimensional
“applied vs. pure” distinction in science, he proposed two
dimensions: application-relevance and theory-mindedness.
The traditional view of the continuum of applied to basic
research limited theoretical advances to tightly controlled
experimental research. What Stokes pointed out was that
the applied versus basic continuum only dealt with one di-
mension, practical use. It did not address the other dimen-
sion of theoretical relevance. Pasteur used practical
problems that were studied without some of the tight con-
trols of the laboratory, yet his research had important im-
plications for basic theories in microbiology. Learning
scientists too, endeavor to do applied research that helps
students and provides basic knowledge to the field of
learning and instructional design. Stokes’ book reminded
researchers that applied research could yield generalize-
able findings that go beyond the specific context to a whole
class of situations.


The Emergence of the Learning
Sciences as a Design Science
Apart from its reliance on the multiple disciplines of cog-
nitive science, and its willingness to consider context, the
learning sciences are also noteworthy for their commit-
ment to making education happen in authentic contexts.
This commitment has several implications. First, the
implementation requirement moves the learning sciences
towards interventionist (and away from purely explanatory
or predictive) goals. Second, because of the messiness of


doing research in context, learning scientists are forced to
consider methods that do not rely on tight experimental
control. Hence, learning scientists have worked on devel-
oping design-based research methods.


To explore the role of design in the learning sciences,
it helps to go back to the history of education as a disci-
pline. While learning is pervasive throughout the history
of the human race, formal teaching, especially as prac-
ticed in the classroom, is a more recent invention. Our
current practice of universal, formal primary education,
oriented toward basic literacies (linguistic and mathe-
matical) is only a few centuries old. Lagemann (2000)
describes how the twentieth century saw the consolida-
tion of teaching as an academic discipline, and how
newly founded colleges of education had to fight for ac-
ademic legitimacy. Since the enlightenment, the academy
has placed increasing importance on scientific forms of
inquiry and knowledge (as contrasted with humanistic or
craft-based forms). In the twentieth century, two schools
of thought helped constitute these new colleges of edu-
cation. One, led by John Dewey, emphasized pragmatic
inquiry, philosophically informed but intimately tied to
practice. Among his other achievements, Dewey (1896,
1929) both advanced the field of philosophy through his
notions of pragmatism, and founded the first “lab school”
in which teaching and learning concepts could be in-
formed by practice. On the other hand, the psychologist
E. L. Thorndike (1910) propounded a view of the field as
a byproduct of psychological research in the behaviorist
paradigm, with an emphasis on controlled experimenta-
tion, psychometrics, and animal studies. (To be fair, the
differences between these two scholars were in empha-
sis; both recognized the importance of experimentation,
and both recognized the importance of listening to
practitioners, but their relative emphases concerning these
activities were starkly different.) These two perspectives—
education as a practice-informed profession, and educa-
tion as a domain of psychology—competed throughout
the twentieth century, but it is fair to say the psychologi-
cal perspective dominated for much of the twentieth
century. In many ways, the politics of the definition of the
field centered on three key issues: the relationship
between research and practice; the epistemology and
fundamental assumptions of psychology as opposed to
other social sciences; and the tension between modern,
positivistic science as embodied in Thorndike’s views
versus the postmodern perspective that somewhat paral-
lels Dewey’s perspective.


So given the diverse roots, what makes the learning
sciences perspective different from the points of view
that came before it? One element of the learning sci-
ences is openness to multiple perspectives on learning.
That openness is necessary because it takes multiple
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perspectives to understand the complex ecologies in
which learning is situated. Just as traditional instruc-
tional designers work with stakeholders, learning scien-
tists need practitioners and individuals who see the
world from the perspective of sociology and anthropol-
ogy as well as psychology. Thus, most often learning
scientists operate as members of a team rather than indi-
viduals. Note, that even though learning scientists try to
look to more than psychology when it comes to learning
and instruction, they would welcome a psychological
perspective as one window on learning.


A second element that is important is a commitment to
building solutions to the problems in teaching and learn-
ing in school and out of school. Learning scientists want
to have an impact on learning and that means taking on the
real world and its complexities. This often means study-
ing the meaning of these complex contexts for learners at
different stages of their socialization into these contexts,
so as to understand how expertise is developed in the real
world.


Yet a third element is that knowledge of learning and in-
struction that is generalizable and meaningful can be ac-
quired by studying the design process and is not just the
province of experimental basic research done in laboratory
settings. What this means for instructional designers is that
they too can potentially contribute to the knowledge base
by documenting and reflecting on the design process, and
using it as a means to collect information that can drive
theory. Obviously not every project an instructional de-
signer engages in will provide such insights, but docu-
menting and reflecting on design projects in meaningful
ways can lead to the development of new insights into how
people learn.


A fourth element of the learning sciences perspective
is to recognize the value of informal and non-traditional
instructional contexts. As Bell, Lewenstein, Shouse, and
Feder (2009) note, if one looks at schooling in the con-
text of the learning someone does over a lifetime, it is
clear that much more of someone’s life span is spent out-
side of schools contexts in work and other situations.
There is obviously value in studying learning in those
contexts.


Finally, a fifth element is that learning scientists look to
how new tools and artifacts created from the available
technologies we have can be used to help facilitate learn-
ing. Just as an engineer might use a new type of material
to create buildings that are better able to withstand hurri-
canes, learning scientists are interested in how the tech-
nologies that we have available can transform how we
teach and learn. That means not only fitting technologies
and tools into already existing structures, but also radically
transforming those structures or even creating new ones
(Collins & Halverson, 2009).


Findings and Design Implications 
of the Learning Sciences
In the prior sections, we have seen how the learning sci-
ences capitalized on the multiple theories of learning
arriving in psychology, drew on disciplines outside of psy-
chology that better addressed issues of learning contexts,
and maintained a “hands on” stance toward designing in-
terventions for both formal and informal learning contexts.
In this section, we summarize some of the findings from
this work over the last thirty years as they apply to the
work of instructional designers.


We can divide the major findings and implications into
three areas: research on thinking, research on learning
processes, and research on learning environments.


Research on Thinking and Knowing


Research on thinking has helped fulfill the promise of
cognitive psychology: uncovering the architecture of the
mind and its workings. An excellent summary that holds
up well despite its age is Newell and Simon’s Unified
Theories of Cognition (Newell, 1990). One of the
strongest findings has been that the mind, while incredi-
bly flexible, appears to have specific limitations in how it
can process information, relying on relatively specialized
systems in the brain for functions such as vision, atten-
tion, memory, motor skills, language, and planning. Key
findings have been the role of short-term and long-term
memory, language, and skill in knowledge, including a
rich idea of what it means to know something. Rather than
assuming knowledge to be the ability to correctly recall
facts, modern learning scientists distinguish between
propositional knowledge, skills, and deeper conceptual
knowledge. Additionally, research on individual differ-
ences shows that many individuals may learn the “same”
content differently, that is, forming different representa-
tions of the ideas depending on their mental predilections.
Useful instructional theories connect to this broader
version of knowledge, including Bloom’s Taxonomy,
which highlights the difference between shallow and
deeper forms of knowledge (L. W. Anderson, Krathwohl,
& Bloom, 2001). Similarly, the theory of multiple intelli-
gences reflects how different people may encode their
understandings very differently based on sensory or learn-
ing preferences (Gardner, 1993).


Another key finding from the learning sciences is in-
sight into the properties of expert thinking (Chi, Glaser, &
Farr, 1988). Studies of chess players have shown that expert
chess players not only know more about chess strategies,
but their perceptions of chess boards are qualitatively
different than novices—they can see problems in a way
that leads to more economical thinking about solutions,
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and allows them to better remember the positions of pieces
on a board quickly shown to them. Further studies have
shown that, in contrast with novices, experts possess a
number of strong mental resources in every discipline
studied. Experts can improvise to find solutions to prob-
lems using so-called “weak methods,” but are often effi-
cient at using known solutions. Many of the skills needed
to solve problems are “automatized,” meaning they can be
executed easily without conscious thought (for instance,
compare the mental effort required the first time to drive a
car versus after years of driving). These automatic skills
free up attention and memory for other parts of problem
solving. In many cases, experts have not only knowledge,
smart perception, and skills on their side, they also some-
times have “mental models” which allow them to predict
or simulate how things work in the world before attempt-
ing to solve problems. Finally, experts are often very good
at monitoring their problem solving, and using reflection
and planning to achieve their goals (Gentner & Stevens,
1983, Schoenfeld, 1983).


The primary implication of this research for instruc-
tional designers and teachers is to appreciate the com-
plexity of expertise, and to deepen the ways knowledge is
both shared and tested. An emphasis on factual recall is
guaranteed to produce “brittle” knowledge; whereas a
focus on the development of instructional interventions
that develop complex pattern recognition, build knowl-
edge structures that focus on “big ideas,” and supporting
metacognitive processes are more likely to yield more
durable learning.


Research on Learning Processes


Perhaps one of the biggest breakthroughs in the learning
sciences was the examination of conceptual change (Vos-
niadou, 2008). Researchers found that constellations of
memories, skills, perceptions, and ideas determined how
people think and solve problems. Rather than starting as a
blank slate, learners use their initial conceptions to think
through problems. While refining that understanding or
tweaking it is rather easy, much learning required deep re-
organizations of ideas and ways of thinking about the
world; for instance, distinguishing the scientific notions of
heat and temperature requires sophisticated new ideas
about energy, and suppressing the idea that things with
high temperature necessarily have high heat energy
(Carey, 1985). This complicated rethinking was not easy
and required a great deal of mental energy on the part of
learners, as well as careful support from the teachers. And,
the shifts that took place often mirrored (or were mirrored
by) shifts in language (Driver, Leach, Millar, & Scott,
1996).


Advances were also made in understanding how lit-
eracies play a role in learning. On the psychological side,
research helped to show the processes by which, for in-
stance, students might decode a text, and make it corre-
spond to their ideas about the world (Kintsch, 1998); or
might try to coordinate an understanding of the world
from multiple sources such as images and text (Mayer,
1993). In other domains, learners might develop under-
standing hand in hand with developing literacy of another
kind, namely, picking up the specialized representations
used by experts in a domain, such as the notation of math-
ematics or chemistry (Kozma, Russell, Jones, Marx, &
Davis, 1996). Learning these literacies is more than psy-
chologically decoding materials, it is also a social
process of sense making and meaning making (Schoen-
feld, 1991). Over time, learners who use representations
socially will start to converge on a shared understanding
that has not only formal meaning, but social meaning
(Roschelle, 1992).


In many cases, this connection to real meaning can
make or break learning. Researchers found that relevance
and authenticity are crucial elements in this meaning-
making process (the Cognition and Technology Group at
Vanderbilt, 1990). Students who work on problems that (a)
mean something to them personally and (b) are rich and
complex enough to invoke real expertise, are far more
likely to learn. Without authenticity, students might be
motivated to learn within the confines of toy problems, but
then would have difficulty applying their knowledge to
other domains, the so-called transfer problem. (Bransford &
Schwartz, 1999)


The instructional implications of this research on
processes include focusing on relevant, authentic tasks for
learners, and focusing on the difficult process of concep-
tual change. To foster conceptual change, learners need to
deeply engage topics in ways that may radically shift their
concepts, even while building on their existing concep-
tions. And the learning needs to take place through litera-
cies and representations that allow the learners to make
meaning individually and with others (Donovan,
Bransford, & Pellegrino, 1999).


Research on Learning Environments


Understanding learning does not always mean knowing
how to teach. The findings of the learning sciences in the
1980s and later often had to do with ways of understand-
ing teaching in the new perspective of constructivism—
either cognitive constructivism (focusing on the learner as
performing a psychological learning process) or social
constructivism (focusing on the learner as a participant in a
sociocultural process of learning). Bransford et al. (1999)








term this the “learner-centered classroom,” although
increasingly as educators think about both formal and
informal learning, “learner-centered learning environ-
ments” might be more accurate.


Perhaps one of the more robust principles in the learn-
ing sciences is that one can structure supportive learning
environments without resorting to direct instructionist
transmission of information. The main metaphor used in
the learning sciences to describe non-instructivist teaching
is “scaffolding” (Wood, Bruner, & Ross, 1976). This term,
like “constructivism,” has come to mean many things in
practice, but the common idea is that, like training wheels
on a bicycle, the learner is supported in some way that pro-
vides room for exploration and self-directed learning,
while still constraining the possibilities so as to minimize
unproductive floundering.


Scaffolding takes many forms, ranging from comput-
erized tools that support tasks, to activity structures, to
larger social structures that support learning. For in-
stance, an intelligent tutoring system might permit a
learner to make only certain moves as he or she advances
through the process of an algebra proof. The computer
might use a model of human cognition to “follow along
with” the learner. When the computer senses that the
learner is not following a reasonable problem-solving
sequence, it can leap in with advice or simply limit the
possible steps the learner might take (Koedinger, 1998).
Or, an online lab notebook might use a combination of
hints, visualizations, and structured step-by-step sup-
ports to help students make sense of a desktop experi-
ment (Linn & Hsi, 2000). Or, a scaffolding scheme
might not use technology at all. For instance, a technique
called “reciprocal teaching” is used in literacy education
(Palincsar & Brown, 1984). Students take turns using
strategies to comprehend text. Initially the teacher mod-
els these strategies, and over time students take the lead
practicing them. Even such a simple technique was
found by Paliscar and Brown (1984) to dramatically im-
prove how well students learned reading skills. Finally,
larger social structures can be used to support learning.
One of the predominant theories in this area is “cogni-
tive apprenticeship,” with the idea that learners become
“apprentices” of a sort to experts, who model how
experts think, coach learners as they practice problems
(in context) with feedback, and fade their support and
feedback over time to help learners become more
autonomous (Collins, Brown, & Holum, 1991; Collins,
Brown, & Newman, 1989). Rather than specifying a
particular activity, cognitive apprenticeship spells out a
relationship between novices and experts that allows
transfer of expertise and supports learning. Such
theories can be used to design social settings in which


learners are able to construct an understanding. For in-
stance, “computer-supported intentional learning envi-
ronments” are a particular structure for classrooms, in
which learners generate their own questions, then create,
extend, and validate a shared knowledge repository
(similar to how scholars conduct and share research)
with the guidance of a teacher. A key aspect of such
environments is that a certain sort of social context must
be established, and the means for doing so is often not
pre-specified, but rather determined by the interaction
between existing cultures and social contexts, and the
educator’s goals and relationships to those cultures and
social contexts (Tabak, 2004).


Conclusion
As stated earlier, the goal of this chapter has been to
describe the learning sciences perspective and provide
some insights that may prove useful to instructional
designers. In summarizing some of the key insights
derived from the learning sciences, Bransford et al.
(1999) focus on the importance of designing classrooms
that are learner centered, knowledge centered, feedback/
assessment centered, and community centered. And more
recently, Sawyer (2006b), in summarizing some of the
key principles of the field, indicates that those who de-
sign instruction need to (a) focus on the development of
learners’ conceptual understanding, (b) put learning
processes on par with teaching processes, (c) aim for
authenticity of instruction, (d) build on learners’ prior
understanding, and (e) provide opportunities for learners
to engage in reflection.


In summary, research in the learning sciences has im-
plications for instructional design by deepening our ideas
about thinking and knowing; by illuminating the learning
processes individuals go through; and by highlighting how
learning environments can be designed to support learn-
ing. While this chapter cannot encompass everything, we
have attempted to identify some major insights that may
prove to be most useful.1
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1For further reading, we recommend the journals Journal of the Learn-
ing Sciences, International Journal of Computer-Supported Collabora-
tive Learning, Cognition and Instruction, and Mind, Culture, and
Activity; the excellent volumes How People Learn (Bransford et al.,
1999), the Cambridge Handbook of the Learning Sciences (Sawyer,
2006a), and Knowing, Learning, and Instruction: Essays in Honor of
Robert Glaser (Resnick, 1989). For more on the relationship between
the learning sciences and instructional design, we can recommend a
special issue on the topic in the magazine Educational Technology
(2004, vol. 44, no. 3).
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Application Questions


1. As an instructional designer you are asked to design
an apprenticeship program for electricians. What are
some ways in which taking a learning sciences
perspective can help you to carry out this task?
Describe the elements of the learning sciences that
would help you with the task. How would
knowledge of how expertise develops help you to
create an effective apprenticeship program?


2. The traditional ways we teach science in schools
has been to teach children science concepts and
vocabulary primarily through lectures. You have
been hired by a school district to redesign their
physical science curriculum for seventh grade.
The school district wants something other than
lectures and canned laboratory exercises, but also
feels that just giving students hands-on activities
where they explore materials will not provide them
sufficient experiences to learn. Use what you
know about the learning sciences to describe the


kind of curriculum you would develop. What are
some principles of the learning sciences that you
would apply to the curriculum? What kinds of
instructional activities would you include? How
would you design the learning environment?
How would it differ from the traditional classroom
environment?


3. One aspect of the learning sciences is that
technologies are viewed as tools for distributing
workload, intelligence, and facilitating learning. Pick
a technological advance or tool and describe how it
can help facilitate learning from the learning
sciences perspective. Provide an example of a
context where it has the potential to transform how
one learns. Examples of possible technologies
include e-mail, blogs, discussion groups, video
conferencing, interactive video, handheld computers,
iPods, smart cell phones, and so on.
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the College of Education at the University of South
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Summary of Key Principles


1. Learning must be understood as a multidisciplinary
phenomenon rather than just a psychological one.


2. Our understanding of learning and instruction is not
limited to that which we learn through experimental
research studies conducted in laboratory settings.
The process of instructional design can yield
artifacts, tools, strategies, and ideas that enable us to
get a clearer understanding of how people learn.


3. Much of learning is a social process where people
interact with others; thus, learning contexts and their
meaning to learners are as important to analyze as
individual learner characteristics


4. Vygotsky’s concept of the zone of proximal
development suggests that it is important for
instructional designers to pay attention to how inter-
actions between experts and novices can be structured
to support the development of novice learners.


5. Learning environments can be designed that
structure and support learning through scaffolding
without resorting to traditional lecture techniques
that view teaching as just the transmitting of
knowledge.


6. The creation of learning environments that are
authentic and relevant, as suggested by situated
learning theorists and embodied in approaches such
as anchored instruction, is important to the
development of expertise (not just factual or
procedural learning) in students.


7. Technology (both computer technology and other
forms) can be thought of as creating tools that can
transform thinking and learning.


8. Exploring expertise within a field can yield
important information about how to design
instruction within it.
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Prologue
For the past fifteen years, my research and design work has
focused on articulating a theory of problem solving and
models for designing problem-based learning environments
for different kinds of problems in different contexts
(Jonassen, 1997, 2000, 2001, 2002, 2003a, 2003b, 2004,
2006a, 2007a, 2007b, 2008, 2010a, 2010b; Jonassen &
Hung, 2006, 2008; Jonassen & Kim, in press; Jonassen,
Shen, Marra, Cho, Lo, & Lohani, 2009; Jonassen, Strobel, &
Lee, 2006). That journey was motivated by the absence of
instructional design literature addressing problem solving
juxtaposed with the importance of learning to solve prob-
lems. Problems are omnipresent in our everyday lives, yet
problem solving is generally treated on only a superficial
level in formal education. The goal for the remainder of my
career has been to rectify that situation. In this chapter, I
argue that problem solving should be the central focus for all
education and then describe the building blocks of problem-
based learning environments and how those components are
integrated through cognitive scaffolds.


Chapter 7
Designing for Problem Solving1


David Jonassen
University of Missouri


Centrality of Problem Solving
I have argued for some time that learning in most learning
contexts should be problem-based. That is, the central fo-
cus of learning and instruction should be learning to solve
problems. There are several warrants supporting that
claim. The first is authenticity. In everyday life and work,
problem solving is a ubiquitous activity. Employees are
hired, retained, and rewarded for solving problems. How
can I get that new contract? How shall we market this new
product to maximize cash flow? What do I have to do to at-
tract recognition in this company? Our everyday lives are
suffused with problems. What shall I make for supper this
evening? Which is the best route to avoid this traffic jam?
Karl Popper (1999) averred, “All life is problem solving.”
Being a productive citizen means helping society to solve
its myriad problems.


The second warrant is relevance. Too often, under-
achievement in schools results from the perceived irrele-
vancy of what is being learned. Problems, especially those
that present situations that are of concern to learners,
provide a purpose and therefore intrinsic motivation for
learning.


Third, problem solving engages deeper learning and
therefore enhances meaning making. Knowledge con-
structed while solving problems is more meaningful, more
integrated, better retained, and more transferable.
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1This brief chapter summarizes at a high level an entire theory and model
for designing problem-based learning environments. This theory and
model are described more completely in Learning to Solve Problems: A
Handbook, published by Routledge in 2010.
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Finally, the kind of knowledge that is constructed to
represent problems (the ontology of problem solving) is
more meaningful. Although humans are capable of com-
prehending topic-based hierarchies of ideas, they better
comprehend and transfer the experiences that they gain
from by engaging in problem-solving activities.


Issues in Problem Solving
In this chapter, I briefly address four issues surrounding
problem-solving learning.


• What kinds of problems do students learn to solve?
• What kinds of problems should students learn to


solve?
• What are the components of problem-based learning


environments?
• What are the cognitive scaffolds to support problem


solving?


What Kinds of Problems 
Do Students Learn to Solve?
Students in formal education most often learn to solve
story problems in mathematics and the sciences. Story
problems typically present a set of values embedded
within a shallow story context. Story problems are nor-
mally solved by learners identifying key values in the short
scenario, selecting the appropriate algorithm, applying the
algorithm to generate a quantitative answer, and hopefully
checking their responses (Sherrill, 1983). Despite our un-
derstanding of the requirements for solving and transfer-
ring story problems, learners usually employ a more
tactical, problem avoidance strategy to solving word prob-
lems, including the processes:


• search for key words,
• select algorithm (formula) based on key words,
• apply the algorithm (Sherrill, 1983).


In the sciences, students


1. represent the unknowns with letters
2. translate relationships about unknowns into equations
3. solve equations to find the value of the unknowns
4. verify or check the values calculated to see if they fit


the original problem.


When students use this direct translation strategy, they
more frequently commit errors. Why? Solving story prob-
lems requires more than the transformation of values into
formulas. Rather, successful problem solving requires the
comprehension of relevant textual information, the capacity


to visualize the data, the capacity to recognize the deep
structure of the problem, the capacity to correctly sequence
their solution activities, and the capacity and willingness
to evaluate the procedure used to solve the problem
(Lucangeli, Tressoldi, and Cendron, 1998). Solving prob-
lems is more complex than plugging values into formulas
and solving for the unknown. To solve story problems con-
sistently, learners must demonstrate conceptual understand-
ing of the problem types by constructing a conceptual model
that includes a situational attributes of the problem, a struc-
tural model of the problem, and an algorithm for solving
the problem (Reusser, 1993). Because students normally
make no effort to construct any kind of conceptual model of
the problem, they commit errors and are unable to transfer
any correct problem solutions to similar problems.


What Kinds of Problems 
Should Students Learn to Solve?
The kinds of problems that students should learn to solve
depend on what they are studying. In different situations
and disciplines, people solve different kinds of problems.
For example, Lehman, Lempert, and Nisbett (1988) found
students in different graduate disciplines develop different
kinds of reasoning based on the kinds of problems they
solve. Psychology and medical students perform better on
statistical, methodological, and conditional reasoning
problems than students in law and chemistry, who do not
learn such forms of reasoning. The same personnel in dif-
ferent organizations solve different kinds of problems that
emerge from the social, historical, and cultural aspects that
define the organization.


So, the kinds of problems that students need to learn to
solve depends on their purpose for learning. In a study of
everyday engineering problems, Jonassen, Strobel, and
Lee (2006) found that engineers in the workplace solve
problems that:


• Aggregate smaller well-structured problems into
complex ill structured problems.


• Impose non-engineering constraints.
• Measure success by non-engineering standards.
• Are driven by multiple, often-conflicting goals.
• Require collaboration with other engineers and non-


engineers.
• Almost always lead to unanticipated problems.


So, what kinds of problems should engineering stu-
dents solve? Somewhere in their curriculum they should
learn to solve problems that require them to reconcile mul-
tiple, conflicting constraints and criteria; manage multiple
subproblems; communicate and negotiate with other
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engineers and non-engineers; and adapt to changing proj-
ect conditions and unanticipated problems. Unfortunately,
engineering students most often learn to solve only story
problems.


In previous research, I described a typology of problems
that vary primarily along a continuum from well-structured
to ill-structured, including puzzles, algorithms, story
problems, rule-using problems, decision making, trou-
bleshooting, diagnosis-solution problems, strategic perfor-
mance, policy analysis, design problems, and dilemmas
(Jonassen, 2000). This typology assumes that there are sim-
ilarities in the cognitive processes for solving problems
within classes. Within each category of problem that is
described, problems can vary with regard to abstractness,
complexity, and dynamicity. I briefly describe some of
these problem types.


Story problems. Described earlier in this chapter.


Decision-making problems. Decision-making prob-
lems require individuals or social groups to decide which
solutions, issue, or course of action to pursue. Which
health plan do we select? Which strategy will yield higher
earnings? Though these problems have a limited number
of solutions, the number of factors to be considered in
deciding among those solutions, as well as the weights
assigned to them, can be very complex. Although norma-
tive, rational choice models of decision making emphasize
comparing, contrasting, and weighing the advantages and
disadvantages of alternate solutions, more naturalistic the-
ories of decision making emphasize the role of prior expe-
riences and stories (see Jonassen, 2010a). That is, decision
makers often construct story-based scenarios that describe
possible outcomes when making decisions, rather than
rationally analyzing alternatives.


Troubleshooting problems. Maintaining automo-
biles, aircraft, or any complex systems requires trou-
bleshooting (diagnosis). Debugging computer programs or
finding out why a committee cannot work together also
requires troubleshooting. The primary goal of trou-
bleshooting is fault state diagnosis and replacement or re-
pair of the faulty part or subsystem. When part of a system
is not functioning properly, its symptoms have to be diag-
nosed and matched with the user’s knowledge of various
fault states (Jonassen & Hung, 2006). Troubleshooters use
symptoms to generate and test hypotheses about different
fault states.


Strategic performance problems. Strategic perfor-
mance entails real-time, complex activities where the
performers apply a number of tactical actions aimed at
solving a highly complex and ill-structured problem,


usually under significant time pressure. To achieve the
strategic objective, such as flying a commercial airplane or
quarterbacking a professional football offense, the per-
former applies a set of complex tactical activities that are
designed to meet strategic objectives. The mark of an ex-
pert tactical performer is his or her ability to improvise or
construct new tactics on the spot to solve an ill-structured
problem.


Policy problems. Most public problems that are de-
scribed on the front pages of newspapers or in news
magazines are complex, multi-faceted issues on which
multiple positions and perspectives exist. Foreign policy
issues at the national level, legal issues at the state levels,
and economic and development issues at the local level are
examples of policy problems. Classical situated policy
problems also exist in international relations, such as
“given low crop productivity in the Soviet Union, how
would the solver go about improving crop productivity if
he or she served as Director of the Ministry of Agriculture
in the Soviet Union” (Voss and Post, 1989, p. 273).


Design problems. Perhaps the most ill-structured kind
of problem is design. Whether it be an electronic circuit, a
mechanical part, or a new manufacturing system, design
requires applying a great deal of domain knowledge with
a lot of strategic knowledge resulting in an original design.
Despite the apparent goal of finding an optimal solution
within determined constraints, design problems usually
have vaguely defined or unclear goals with unstated con-
straints. They possess multiple solutions, with solution
paths. Perhaps the most vexing part of design problems is
that they possess multiple criteria for evaluating solutions,
and these criteria are often unknown.


Dilemmas. Dilemmas are the most ill-structured kind
of problem because there typically is no solution that will
ever be acceptable to a significant portion of the people
affected by the problem. The current dialectic about same-
sex marriage is a dilemma. There are many important
perspectives on the situation (constitutional, political,
social, ethical, evolutionary, and religious), though none is
able to offer a generally acceptable solution to the crisis.
The situation is so complex and unpredictable, that no best
solution can ever be known. Dilemmas are often complex,
social situations with conflicting perspectives, and they are
usually the most vexing of problems.


Deciding which of these kinds of problems to teach stu-
dents is a complex curricular design problem. Making
those design decisions will require a more activity-based
approach to needs assessment and content analysis. Rather
than asking what topics students should study, curriculum
designers should be asking what should learners be able to
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do in order to be a biologist or accountant, a productive cit-
izen, or an independent problem solver.


What Are the Components 
of Problem-Based Learning
Environments?
In this section, I recommend the components of problem-
solving instruction. I am not referring specifically to
problem-based learning (PBL), an inquiry-based instruc-
tional model that has become popular in medical and pro-
fessional schools (see Hung, Jonassen, & Liu, 2008). My
recommendations apply to PBL instruction but also to any
kind of problem-solving instruction. If you want students
to learn to solve problems, cases of various kinds need to
be included in the instructional or learning sequence, what
I refer to as problem-based learning environments. Those
environments may be class-based or Web-based, direct or
inquiry.


The building blocks of problem-based learning environ-
ments are cases. Although a great deal of literature is
devoted to case design, it focuses on the form of the cases,
not their purpose or function. In this chapter, I will intro-
duce seven types of cases, each of which serve a different
instructional purpose. What constitutes a case? The con-
cept “case” has many interpretations. To professionals, a
case represents “real-world” examples from their practice,
such as a “case of measles” to a physician or a “case of
libel” to an attorney (Shön, 1983). For purposes of build-
ing a problem-based learning environment, a case is an in-
stance of something that may comprise anything from a
sentence level example to a complex, multipage or video-
based case study. Those cases may represent a problem to
be solved; examples of problems, including worked exam-
ples and case studies; analogous problems including struc-
tural analogues and cases as prior experiences; cases as
alternative perspectives; and cases as simulations. As
instructional components, most of these cases are provided
to help learners to make sense of the problem to be solved.


I make the assumption that all instructional designers
make: Different kinds of problems require different
instructional components. At the end of this chapter, I will
list recommendations for the kinds of cases and cognitive
scaffolds that are needed to engage and support the differ-
ent kinds of problems described before.


Cases as Problems to Solve


The focus of any problem-based curriculum is the problem
to solve. The use of problems as the focus of learning is sup-
ported by problem-based learning principles. According to
those principles, learning is anchored in an authentic


problem to solve. Traditional models of instruction assume
that students must master content before applying what they
have learned in order to solve a problem. Problem-based
learning reverses that order and assumes that students will
master content while solving a meaningful problem. In most
educational venues, that represents a paradigm shift.


When learning becomes problem focused, learners
usually begin learning by addressing simulations of an
authentic, ill-structured problem. There are other concep-
tions of authenticity that focus on students’ engagement in
service learning projects. Regardless of the source of the
problem, the content and skills to be learned are organized
around problems, rather than a hierarchical list of topics, so
there is a reciprocal relationship between knowledge and
the problem. Students’ learning processes are stimulated by
the problem and applied back to the problem. Most prob-
lem-based efforts are student-centered and self-directed,
where students individually and collaboratively assume
responsibility for (a) generating learning issues and
processes through self-assessment and peer assessment and
(b) accessing the learning materials they think are neces-
sary to help them solve the problem. The problem to be
solved should be engaging, but should also address the cur-
ricular issues required by the curriculum. The problem pro-
vides the purpose for learning. For example, in a geography
course focused on the use of maps, we challenged students
to design a route from two interchanges to alleviate traffic
problems at a third intersection. The students were required
to use topographic maps, real estate maps, aerial maps, and
soil maps to design and justify the route from one section
of the map to another. The problem in the second problem
addressed where to locate a new landfill, a complex deci-
sion with many perspectives.


Cases as Worked Examples


All models of instructional design insist on the inclusion
of examples in instruction. After defining an entity, exam-
ples should be presented to learners. The purpose of
examples is to serve as models of ideas being represented
abstractly. Their purpose is to help learners to induce and
construct schemas for the ideas being presented. A schema
for a problem consists of the kind of problem it is, the
structural elements of the problem (e.g. acceleration, dis-
tance, and velocity in a physics problem), situations in
which such problems occur (e.g. inclined planes, automo-
biles, etc.), and the processing operations required to solve
that problem (Jonassen, 2003a).


The most common method for supporting schema con-
struction is the worked example. When learning to solve
problems, cases in the form of worked examples are typi-
cally provided as a primary form of instruction. Worked
examples are instructional devices that typically include
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the problem statement and a procedure for solving the
problem that shows how other problems of a similar nature
may be solved (Atkinson, Derry, Renkl, & Wortham,
2000). Worked examples that focus on problem type and
subprocedures involved in the problem-solving process
are cognitively very demanding. Therefore, Gerjets,
Scheiter, and Catrambone (2004) break down complex
solutions into smaller meaningful solution elements that
can be conveyed separately. Worked examples should
present multiple examples in multiple modalities for each
kind of problem, emphasize the conceptual structure of the
problem, vary formats within problem types, and signal
the deep structure of the problem (Atkinson et al., 2000).
Because research with worked examples has always
focused on well-structured problems (usually story prob-
lems) with convergent solutions and solution methods, it is
not known how generalizable such examples are to other
classes of problems.


Case Studies


The most common application of case-based learning is
the case study. In case studies, students study an account
(usually narratives from one to thirty pages) of a problem
that was previously experienced. Frequently guided by
questions, students analyze the situation and processes and
evaluate the methods and solutions. This analysis is usu-
ally ex post facto. In most case studies, students are not
responsible for solving the problems, only analyzing
how others solved the problems and engaging in what-if
thinking. Case studies are stimuli for discussions. The
goals of the case study method are to embed learning in
authentic contexts that requires students to apply knowl-
edge rather than acquire it. Mayo (2002) found that
students in an introductory psychology class studying case
narratives outperformed students enrolled in a lecture-
based class in terms of theoretical comprehension and
application. Examples of the case study method include
the Harvard business cases (Barnes, Christiansen, &
Moore, 1994) and case studies in teacher education
(Shulman, 1992; Sudzina, 1999). Case studies are exam-
ples of more ill-structured problems that may be used to
support problem schema construction for more complex
and ill-structured problems.


Cases as Analogues


Learning to solve problems can also be supported by pro-
viding analogous problems. When students examine simi-
lar problems for their structures, they gain more robust
conceptual knowledge about the problems. That is, they
construct stronger problem schemas. There are two theo-
retical approaches to using cases as analogues: analogical
encoding and case-based reasoning.


Mapping analogues to problems to be solved is affected
by the similarity of objects between the examples and
problems being solved, especially story lines and object
correspondences (i.e., whether similar objects filled simi-
lar roles) (Ross, 1984, 1987, 1989a). That is, learners often
fail to recall or reuse examples appropriately because their
retrieval is based on a comparison of the surface features
of the examples with the target problem, not their
structural features. When the target problems emphasize
structural features that are shared with the example,
generalization improves (Catrambone & Holyoak, 1989;
Reed, Ackinclose, & Voss, 1990). The theory that best
describes the required analogical reasoning is structure
mapping theory (Gentner, 1983), where mapping the ana-
logue to the problem requires relating the structure of the
analogue to the structure of the problem independent of the
surface objects in either. In order to do so, those surface
features (which attract the attention of poor problem
solvers) must be discarded. Then the higher-order, struc-
tural relations must be compared on a one-to-one basis in
the example and the problem, a process known as analog-
ical encoding.


Cases as Prior Experiences


Another way of using cases to support problem solving is
by analogy directly with the source problem without at-
tempting to construct a schema. Problem solving consists
of finding the nearest case in an organized library of anno-
tated problem cases and reusing or adapting it. When a
new problem is encountered, most humans attempt to
retrieve cases of previously solved problems from memory
in order to reuse the old case. If the solution suggested
from the previous case does not work, then the old case
must be revised (Jonassen & Hernandez-Serrano, 2002).
When either solution is confirmed, the learned case is
retained for later use. Case-based reasoning is based on a
theory of memory in which episodic or experiential mem-
ories in the form of scripts (Schank & Abelson, 1977) are
encoded in memory and retrieved and reused when needed
(Schank, 1990; Kolodner, 1993).


Case-based reasoning is applied to instruction in the
form of case libraries of stories that are made available to
learners. The stories in the library are indexed to make
them accessible to learners when they encounter a prob-
lem. Those indexes may identify common contextual
elements, solutions tried, expectations violated, or lessons
learned. Case libraries are included in goal-based scenar-
ios (described later) as a primary form of instructional
advice. Rather than teaching students theory, those envi-
ronments retrieve relevant cases for the students to learn
from. When allowed to retrieve previous relevant cases
while solving food product development processes,
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Hernandez-Serrano and Jonassen (2003) found that on
tests assessing problem-solving skills (such as reminding,
identifying and recognizing the problem, identifying and
explaining failure, selecting solutions, adapting solutions,
explaining success or alternate strategies, and identifying
needed information), students who accessed stories out-
performed student who reviewed expository help in lieu of
the stories.


Cases as Alternative Perspectives


Ill-structured problems tend to be more complex than
well-structured problems. In complex knowledge domains
or problems, the underlying complexity should be signaled
to the learner, who considers alternative perspectives on
the problem to construct personal meaning for the problem
(Spiro, Coulson, Feltovich, & Anderson, 1988). Cognitive
flexibility theory prescribes the use of hypertexts to pro-
vide random access to multiple perspectives and thematic
representations of content, enabling students to crisscross
the cases that they are studying through the use of multiple
conceptual representations, linking abstract concepts to
different cases, highlighting the interrelated nature of
knowledge via thematic relations among the cases, and
encouraging learners to integrate all the cases, as well as
their related information, into a coherent knowledge base
(Jacobson & Spiro, 1995). The interlinkage of concrete
cases and perspectives with abstract themes allows stu-
dents to develop a much more complex and coherent
knowledge base (Jacobson, Maouri, Mishra, & Kolar,
1995). Most ill-structured problems demand the use of
cases as alternative perspectives.


Cases as Simulations


Typically, problem-based learning is practice based. That
is, students must practice solving problems. You cannot ef-
fectively teach students about problem solving and expect
them to be able to solve problems without practicing and
receiving feedback. Simulations are environments where
components of a system are able to be manipulated by
learners. The manipulations that are available are deter-
mined by some underlying model of the system, “the main
task of the learner being to infer, through experimentation,
characteristics of the model underlying the simulation”
(deJong & van Joolingen, 1998, p. 179). When learners
interact with the simulation, they can change values of
some (input) variables and observe the results on the values
of other (output) variables. These exploratory environ-
ments afford learners the opportunities to test the causal
relationships among factors in the problem. The feedback
provided by the system confirms or rejects student under-
standing of the relationships in the learner’s mental model
of the problem.


The most common kinds of simulation include labora-
tory exercises in the sciences. Simulations may also be pro-
vided for more complex kinds of performance. For example,
a problem-based learning environment designed to improve
students’ consensus-building skills presents students with a
virtual “committee meeting room” that includes visual
images of six committee members and a coach. Students
“enter” the room seeking background information on each
of the committee members and advice from the coach
before selecting what to say to the committee. The interac-
tion in this simulated environment is between the student
and the virtual committee. At each time frame in the simu-
lation, the student has a choice of things that she or he can
say to the committee. Each choice usually pleases some of
the members (they smile) and displeases others (they
frown). Meters indicating each committee member’s level
of attention, anxiety, or satisfaction can also be built into this
simulation, making it an even more authentic learning envi-
ronment. This simulation not only improves students’ con-
sensus-building skills, it increases students’ level of
engagement in the learning process.


What Are the Cognitive Scaffolds 
to Support Problem Solving?
Cases constitute the building blocks of problem-based
learning environments. Studying cases in relation to the
problem to be solved enhances students’ understanding of
the problem and their abilities to solve it. In this section of
the chapter, I describe different forms of cognitive scaf-
folds to assist students’ analyses and comparisons of the
different kinds of cases. These cognitive scaffolds focus
student attention on important relationships among the
elements in the problem. These scaffolds help students to
better understand the problem.


Analogical Encoding


Analogical encoding is the process of mapping structural
properties between multiple analogues. Rather than attempt-
ing to induce and transfer a schema based on a single example,
comprehension, schema inducement, and long-term transfer
across contexts can be greatly facilitated by analogical encod-
ing, which involves the comparison of two analogues for struc-
tural alignment (Catrambone & Holyoak, 1989; Gentner &
Markman, 1997; Gentner & Markman, 2005; Loewenstein,
Thompson, & Gentner, 2003). When learners directly com-
pare two examples, they can identify structural similarities. If
presented with just one example, students are far more likely
to recall problems that have similar surface features. Analogi-
cal encoding fosters learning because analogies promote at-
tention to commonalities, including common principles and
schemas (Gick & Holyoak, 1983). During analogical
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encoding, students must compare analogous problems for
their structural alignment. Problems are structurally aligned
when the relationships (arguments) among problem elements
match (Gentner & Markman, 1997).


Causal Reasoning


When comparing the structures of cases, the designer and
the students must examine the underlying causal relation-
ships among the elements in the problem. Understanding
the causal relationships among the elements in the prob-
lem is essential for comprehension and transfer. Under-
standing causal relationships means the students can make
predictions and inferences involved in a problem. Reason-
ing from a description of a condition or set of conditions
or states of an event to inferring the possible effect(s) that
may result from those states is called prediction. Predic-
tions are used for forecasting an event (e.g., economic or
meteorological forecasts) and testing of hypotheses to con-
firm or disconfirm scientific assumptions (e.g., predicting
the effects of a hormone on an animal’s growth rate). When
an outcome or state exists for which the causal agent is un-
known, then an inference is required. A primary function
of inferences is diagnosis, as in medicine. Based on symp-
toms, historical factors, and test results of patients, a physi-
cian attempts to infer the cause(s) of that illness state.


To understand causal relationships well enough to make
predictions and inferences, students must comprehend both
the covariational and mechanistic attributes of the relation-
ships (Ahn, Kalish, Medin, & Gelman, 1995). Covariation
is the degree or extent to which one element consistently
affects another, which is expressed quantitatively in terms of
probabilities and covariance. The mechanism describes the
causal relationship in terms of its qualitative effects.


Questioning


Questioning aids problem solving in many ways. Answering
deep-reasoning questions articulates causal processes as well
as goals, plans, actions, and logical justification (Graesser,
Swamer, Baggett, & Sell, 1996), all of which are essential
processes for solving problems. During problem solving,
questions are essential for guiding student reasoning as they
work to comprehend the problem and generate solutions.
Question-driven explanatory reasoning predicts that learning
improves to the extent that learners generate and answer
questions requiring explanatory reasoning (Graesser et al,
1996). Questions can be included in problem-based learning
environments in the form of inserted questions to support
thinking at the moment of need. By embedding questions in
learning environments, students can practice and learn to
generate their own deep-level questions, which is predictive
of problem-solving abilities. Finally, questions may form the
primary interface in the form of an “ask system.” An ask


system is an interface comprised of a sequence of questions
that function as links to different information.


Argumentation


Although problems differ, argumentation is an essential skill
in learning to solve most, if not all, kinds of problems, as well
as a powerful method for assessing problem-solving ability
for both ill-structured and well-structured problems alike
(Jonassen, 2010b). When students answered well-structured
physics problems incorrectly and later constructed an argu-
ment for the scientifically correct answer, Nussbaum and
Sinatra (2003) found that those students showed improved
reasoning on the problems. When the students were retested
a year later, the quality of their reasoning remained strong.
This strategy engages students in refuting misconceptions.
As in the case of Nussbaum and Sinatra (2003), students are
refuting their own misconceptions.


Argumentation pays a more obvious role in the solution
of ill-structured problems. Cho and Jonassen (2003) showed
that the production of coherent arguments to justify solu-
tions and actions is a more important skill for solving
ill-structured problems than for well-structured problems.
Ill-structured problems are the kinds of problems that are
encountered in everyday practice. Such problems have
alternative solutions; vaguely defined or unclear goals and
constraints; multiple solution paths; and multiple criteria for
evaluating solutions; so they are more difficult to solve
(Jonassen, 2000). Groups that solved ill-structured econom-
ics problems produced more extensive arguments. Because
ill-structured problems do not have convergent answers or
consistent solution criteria, learners must construct argu-
ments to justify their own assumptions, solution paths, and
proposed solutions (Jonassen, 1997; Voss & Post, 1989).


Modeling


“Scientific practice involves the construction, validations,
and application of scientific models, so science instruction
should be designed to engage students in making and using
models” (Hestenes, 1996, p. 1). The same assumption
applies to all disciplines. Throughout this chapter, I have
emphasized the construction of mental models of the prob-
lem space. Mental models are enhanced and confirmed by
the construction of external models. Those models may be
quantitative (equations) or qualitative. Both are essential
to understanding and solving problems. Several types of
modeling tools, including databases, concept maps, expert
systems, systems dynamics tools, and graphic tools may
be used to construct external models (Jonassen, 2006b).
While students are analyzing problems, they should be
constructing models of the components and relationships
in the problem. Those models will help students to
hypothesize and confirm solutions to the problem.
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Which Components and Scaffolds
Support Different Kinds 
of Problem Solving?
Which kinds of cases and cognitive scaffolds shall we
present to learners so as to support them in learning how
to solve different kinds of problem? Table 7.1 provides a
list of recommended components for different kinds of
problem-based learning environments. Although there exists


empirical support for some of the instructional components
and scaffolds recommended, many of my recommendations
require empirical validation. Rather than positing these rec-
ommendations as truths, I rather believe they are hypotheses
that will require myriad studies to support. I believe that the
field of instructional design should focus more of its research
and development efforts on problem solving because, as I
stated at the beginning of this chapter, in everyday life and
work, problem solving is a ubiquitous activity.


Summary of Key Principles


1. Problem solving is the most natural, complex, and
meaningful kind of learning/thinking activity.
Problems suffuse our everyday and professional lives.


2. The nature of problems varies in terms of
structuredness, complexity, dynamicity, and the
context in which they occur.


3. Solving different kinds of problems calls on different
kinds of cognitive strategies, which call on different
instructional methods.


4. Problem-solving learning environments include
some combination of building blocks such as
problems to solve, worked examples, case studies,
structural analogue, prior experiences, alternative
perspectives, and simulations.


5. All problems call on some combination of cognitive
strategies, including problem schema construction,
analogical comparison, causal reasoning,
questioning, modeling, arguing, and metacognition.


Application Questions


1. Teachers are problem solvers, daily solving a variety
of problems. Identify the kinds of problems
classroom teachers must solve as part of their
everyday teaching activities. In light of this
knowledge, identify two or three types of problems


(described earlier in the chapter) that should be
incorporated into a teacher-training program. Which
case components should be incorporated with each
type of problem? What kinds of cognitive scaffolds
are needed?


TABLE 7.1 Case and scaffold requirements by problem type


Problem Type Case Components Cognitive Scaffolds


Story Problems, examples, analogues Analogical, causal, questioning, argumentation,
modeling


Rule-using/induction Examples, problems, analogues Analogical, causal, questioning


Decision making Problem, case studies, prior experiences,
alternative perspectives


Causal, argumentation, modeling (scenario
construction)


Troubleshooting Problems, prior experiences Causal, argumentation, modeling


Policy analysis Case studies, problems, prior experiences,
alternative perspectives


Analogical, questioning, argumentation, 
modeling


Design Problems, prior experiences, alternative
perspectives


Causal, argumentation, modeling


Dilemmas Case studies, alternative perspectives Argumentation








2. Design problems, according to the earlier
description, involve cycles of decision making
based on constraints and personal biases. If this
conception of the design process is accurate, how
would you redesign instructional design classes?


3. If you were designing a lesson on the Civil War,
which case components would be essential? What
kinds of multiple, thematic perspectives should be
represented in the environment?
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Chapter 8
Instructional Theory and Technology 
for a Postindustrial World


One of the few things that practically everyone agreeson in both education and training is that people
learn at different rates and have different learning needs.
Yet our schools and training programs typically teach a
predetermined, fixed amount of content in a set amount
of time. Inevitably, slower learners are forced to move
on before they have mastered the content, and they ac-
cumulate deficits in their learning that make it more dif-
ficult for them to learn related content in the future.
Also, faster learners are bored to frustration and waste
much valuable time waiting for the group to move on—
a considerable squander of talent that our communities,
companies, and society sorely need. A system that was
truly designed to maximize learning would not force
learners to move on before they had learned the current
material, and it would not force faster learners to wait
for the rest of the class.


Our current paradigm of education and training was
developed during the industrial age. At that time, we could
not afford to educate or train everyone to high levels, and
we did not need to educate or train everyone to high lev-
els. The predominant form of work was manual labor. In
fact, if we educated everyone to high levels, few would be
willing to work on assembly lines, doing mindless tasks
over and over again. So, what we needed in the industrial
age was an educational system that sorted students—one
that separated the children who should do manual labor


Charles M. Reigeluth
Indiana University


from the ones who should be managers or professionals.
So the “less bright” students were flunked out, and the
brighter ones were promoted to higher levels of education.
This is why our schools use norm-referenced assessment
systems rather than criterion-referenced assessment—to
help sort the students. The same applied to our training
systems. We must recognize that the main problem with
our education and training systems is not the teachers or
the students, it is the system—a system that is designed
more for sorting than for learning (see Reigeluth, 1987;
1994, for examples).


Elsewhere, I have presented visions of what a postindus-
trial education system might be like—a system that is de-
signed to maximize learning (Reigeluth, 1987; Reigeluth &
Garfinkle, 1994). With minor adaptations, that vision could
be applied to our training systems as well. The purpose of
this chapter is to describe instructional theory and technol-
ogy that support such postindustrial education and training
systems. In particular, it will:


• Describe universal methods of instruction based on
David Merrill’s “first principles.”


• Discuss the importance of tailoring methods to partic-
ular situations and resolve the apparent contradiction
with universal methods.


• Describe the “core ideas” of the postindustrial paradigm
of instruction.
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• Present a vision of postindustrial instruction, complete
with several major instructional strategies.


• Describe the roles that should be played by the
“teacher,” the learner, and technology in the new
paradigm.


Universal Methods of Instruction
M. David Merrill has proposed that there is a set of five
prescriptive instructional principles (“First Principles”)
that enhance the quality of instruction across all situations
(Merrill, 2007, 2009). Those principles have to do with
task-centeredness, activation, demonstration, application,
and integration. Briefly, they are as follows:


Task-Centered Principle
• Instruction should use a task-centered instructional


strategy.
• Instruction should use a progression of increasingly


complex whole tasks.


Demonstration Principle
• Instruction should provide a demonstration of the


skill. The demonstration should be consistent with the
type of skill or component skill: kinds-of, how-to, or
what-happens.


• Instruction should provide guidance that relates the
demonstration to generalities.


• Instruction should engage learners in peer-discussion
and peer-demonstration.


• Instruction should allow learners to observe the
demonstration through media that are appropriate to
the content.


Application Principle
• Instruction should have the learner apply the skill.


The application should be consistent with the type of
skill or component skill: kinds-of, how-to, and what-
happens.


• Instruction should provide intrinsic or corrective
feedback.


• Instruction should provide coaching, which should be
gradually withdrawn to enhance application.


• Instruction should engage learners in peer-
collaboration.


Activation Principle
• Instruction should activate relevant cognitive struc-


tures in learners by having them recall, describe, or
demonstrate relevant prior knowledge or experience.


• Instruction should have learners share previous expe-
rience with each other.


• Instruction should have learners recall or acquire a
structure for organizing new knowledge.


Integration Principle
• Instruction should integrate new knowledge into


learners’ cognitive structures by having them reflect
on, discuss, or defend new knowledge or skills.


• Instruction should engage learners in peer-critique.
• Instruction should have learners create, invent, or ex-


plore personal ways to use their new knowledge or skill.
• Instruction should have learners publicly demonstrate


their new knowledge or skill.


While these principles might apply universally to all
instructional situations (situations involving aided learning),
the specific methods by which each principle is implemented
must vary from one situation to another for instruction to be
of high quality (Reigeluth & Carr-Chellman, 2009a). For ex-
ample, for “Instruction should use a task-centered instruc-
tional strategy,” the nature of the task-centered strategy may
need to vary considerably from one situation to another. Sim-
ilarly, for “Instruction should provide coaching,” the nature of
the coaching should vary considerably from one situation to
another. So let’s explore these variations, or “situationalities.”


Situational Methods of Instruction
Principles and methods of instruction can be described on
many levels of precision (Reigeluth & Carr-Chellman,
2009b). For example, on the least precise level, Merrill
states that instruction should provide coaching. On a
highly precise level, one could state, “when teaching a pro-
cedure, if a learner skips a step during a performance of the
procedure, the learner should be reminded of the step by
asking the learner a question that prompts the learner to
recognize the omission.” When we provide more precision
in a principle or method of instruction, we usually find that
it needs to be different for different situations. Reigeluth
(1999a) referred to the contextual factors that influence the
effects of methods as “situationalities.”


The challenge for instructional agents (and therefore in-
structional theorists) is to identify which situationalities are
important for selecting each method. Furthermore, meth-
ods may be combined into a “package deal” that is made up
of an interrelated and interdependent set of methods, in
which case we need to identify which situationalities are
important for selecting each “package” (set of methods).


Reigeluth and Carr-Chellman (2009a) propose that
there are two major types of situationalities that call for
fundamentally different sets of methods:


1. Situationalities based on different approaches to in-
struction (means), such as:
1.1. Role play
1.2. Synectics
1.3. Mastery learning
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1.4. Direct instruction
1.5. Discussion
1.6. Conflict resolution
1.7. Peer learning
1.8. Experiential learning
1.9. Problem-based learning


1.10. Simulation-based learning
2. Situationalities based on different learning outcomes


(ends), such as:
2.1. Knowledge
2.2. Comprehension
2.3. Application
2.4. Analysis
2.5. Synthesis
2.6. Evaluation
2.7. Affective development
2.8. Integrated learning (involves integration of sub-


ject areas, as in thematic learning, problem-
based learning, task-based learning, and much
project-based learning).


Reigeluth and Carr-Chellman (2009c) describe the cur-
rent, generally agreed-upon knowledge (“common knowl-
edge base”) for nine of those sets of methods.


In the remainder of this chapter, I provide a more holis-
tic vision of what the postindustrial paradigm of instruc-
tion might be like. I start with “core ideas,” followed by
one possible vision, and finally roles of key players for this
paradigm of instruction.


Core Ideas for the Postindustrial
Paradigm of Instruction
The following are some core ideas for the postindustrial par-
adigm of instruction. They are presented as dichotomies to
contrast them with the core ideas that characterize the indus-
trial-age paradigm of instruction, but it should be understood
that dichotomies are usually false, and postindustrial think-
ing is characterized more by “both-and” than “either-or.”


Learning-focused vs. sorting-focused. This core
idea was discussed earlier in this chapter. All the following
core ideas are chosen to support this central idea.


Learner-centered vs. teacher-centered instruction.
McCombs and Whisler (1997) define learner-centered as:


The perspective that couples a focus on individual learners
(their heredity, experiences, perspectives, backgrounds, tal-
ents, interests, capacities, and needs) with a focus on learn-
ing (the best available knowledge about learning and how it
occurs and about teaching practices that are most effective
in promoting the highest levels of motivation, learning, and
achievement for all learners). (p. 9)


To this I would add that the instructional methods are
largely tailored to each learner and carried out by the
learner rather than by the teacher. Learners also play a
larger role in directing their own learning, including reflec-
tion on and in learning.


Learning by doing vs. teacher presenting. Most
of a student’s time is spent performing authentic tasks
(e.g., problem-based learning, project-based learning,
performance-based learning), rather than listening to a
teacher. Some talk about such task-based instruction in
terms of the “student as worker” and the “teacher as
manager,” rather than the teacher as worker (Schlechty,
2002). Others call this teacher a “guide on the side”
rather than a “sage on the stage.” Some call it the con-
structivist approach to learning. The bottom line is that
task-based instruction is active, learner-centered, and
largely self-directed.


Attainment-based vs. time-based progress. Each
student moves on to a new topic or competency when she
or he has attained a standard of achievement, rather than
when a certain amount of time has passed. A student is not
forced to move on before attaining the standard and is
allowed to move on as soon as the standard is attained.
This avoids the huge waste of student time that exists in the
industrial-age paradigm of education. This is a standards-
based approach to education in the truest sense of the term.
Mastery learning (Block, 1971; Bloom, 1968, 1981) and
the Personalized System of Instruction (Keller, 1968) were
early implementations of this core idea.


Customized vs. standardized instruction. The
new paradigm offers customized rather than standardized
learning experiences. This goes beyond attainment-based
progress (which is customized pacing) to include
customized content and customized methods. While there
is a core of knowledge, skills, and attitudes that all students
learn, there is considerable time for students to cultivate
their particular talents, interests, and strengths. Also,
Howard Gardner has shown that students differ in their
profile of seven major kinds of intelligence and has argued
that a student’s strongest intelligences can be used most ef-
fectively as “entry points” for learning knowledge, skills,
and attitudes (Gardner, 1999). Methods are also cus-
tomized for some other kinds of learner characteristics and
preferences. Personal learning plans (different in impor-
tant ways from IEPs1) and learning contracts are valuable
tools for customizing learning.


1Individualized Education Plans or Individualized Education Programs,
used mainly in special education.
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Criterion-referenced vs. norm-referenced testing.
The two purposes of student assessment in the new para-
digm are to guide student learning (formative assessment)
and to certify student attainments (summative assessment).
Norm-referenced assessment (another form of summative
assessment) is no longer used. Formative assessment
entails providing each student with immediate feedback on
performance, with hints or other forms of guidance to help
the student learn from mistakes. Summative assessment en-
tails certifying when a student has reached the standard for
any given attainment.


Collaborative vs. individual. In the workplace, most
knowledge work is done in teams. Collaboration is important
in work life, civic life, and family life. Therefore, students
need experience in collaborating on small teams. Team-
based learning on a task provides an excellent opportu-
nity for students to develop their collaboration skills, but it
also provides a valuable opportunity for students to learn
from each other. Furthermore, it is strongly supported by
social constructivism (Palincsar, 1998; Scardemalia &
Bereiter, 1996).


Enjoyable vs. unpleasant. In the age of knowledge
work, lifelong learning is essential to our citizens’ quality
of life and to the health of our communities. Lifelong
learning is greatly enhanced by love of learning. The
industrial-age paradigm of education makes many stu-
dents dislike learning, and it has turned the culture of our
schools into one that devalues and derides students who
excel in learning. That mindset and culture work against
lifelong learning. Although lifelong learning has, for
many years, been a buzzword in education, the industrial-
age paradigm inherently impedes it. The postindustrial
paradigm changes this by instilling a love of learning in
students. This requires switching from extrinsic to
intrinsic motivation, such as switching from motivation
based on grades that compare students’ performances to
motivation based on the satisfaction of completing a
valued task. It also requires learning through authentic, en-
gaging tasks, as is typically done in problem-based and
project-based learning.


These core ideas represent essential characteristics of
postindustrial educational and training systems—ideas on
a level of universality for postindustrial instruction as
Merrill’s First Principles of instruction are for all para-
digms of instruction. However, the ways in which they are
implemented are likely to vary considerably from one
educational system to another. The following is a vision
of instruction for one possible implementation of these
core ideas.


A Vision of the Postindustrial
Paradigm of Instruction
Task and instructional spaces. Think of the learning
environment as comprised of two “spaces”: the task space
and the instructional space. In the task space, the students
are introduced to an authentic problem or project, usually
in small teams. They work on the task until they encounter
a learning deficit (knowledge, skills, understandings,
values, attitudes, dispositions, etc.). At that point, each stu-
dent leaves the task space and enters their personalized in-
structional space to work on acquiring what they are
missing. For example, research shows that learning a skill
is facilitated to the extent that instruction tells the students
how to do it, shows them how to do it for diverse situations,
and gives them practice with immediate feedback, again
for diverse situations, so the students learn to generalize or
transfer the skill to the range of situations they will en-
counter in the real world. Each student continues to prac-
tice until she or he reaches the standard of mastery for the
skill. Upon reaching the standard, the student then returns
to the “project space” to apply what he or she has learned
to the project and continue working on it until the next
learning deficit is encountered, and this learning cycle is
repeated. Well-validated instructional theories have been
developed to offer guidance for the design of both the task
space and the instructional space (e.g., Reigeluth, 1999b;
Reigeluth & Carr-Chellman, 2009c).


Team and individual assessment. One of the prob-
lems with task-based learning as it is often implemented is
that students are assessed on the quality of the team “prod-
uct.” This gives you no idea as to who has acquired which
competencies. It also does not give you any indication of
each student’s ability to transfer those competencies to
other situations where they may be needed. Team assess-
ment is important, but you also need individual assess-
ment, and the instructional space offers an excellent
opportunity to do this. Like the task space, the instruc-
tional space is performance oriented. The practice oppor-
tunities (offered primarily in a computer simulation for
immediate, customized feedback and authenticity) con-
tinue to be offered to a student until the student reaches the
criterion for number of correct performances in a row that
is required by the standard. When automatization of a skill
(Anderson, 1996) is important, there is also a criterion for
speed of performance that must be met. In this manner,
student assessment is fully integrated into the instruction,
and there is no waste of time in conducting a separate as-
sessment. Furthermore, the assessment ensures that each
student has attained the standard for the full range of situ-
ations in which the competency will be needed.
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Instructional strategies for the task space. There is
much validated guidance for the design of the task space, in-
cluding universal and situational principles for the task space
(see Savery, 2009, for a comprehensive summary). They in-
clude guidance for selecting a good task at the right level of
complexity, forming small groups, self-directed learning,
what the teacher should do, how debriefing should be done,
and more. Computer-based simulations are often highly ef-
fective for creating and supporting the task environment, but
the task space could be comprised entirely of places, objects,
and people in the real world, or it could be a combination of
computer simulation and real-world environments.


Instructional strategies for the instructional space.
Selection of instructional strategies here is primarily based
on the type of learning (ends of instruction) involved
(see Unit 3 in Reigeluth & Carr-Chellman, 2009c). For
memorization, drill and practice is most effective (Salisbury,
1990). For skill application, tutorials with generality,
examples, practice, and immediate feedback are most effec-
tive (Romiszowski, 2009). For conceptual understanding,
connecting new concepts to existing concepts in a student’s
cognitive structures requires the use of such methods as
analogies, context (advance organizers), comparison and
contrast, analysis of parts and kinds, and various other tech-
niques based on the dimensions of understanding required
(Reigeluth, 1983). For theoretical understanding, causal
relationships are best learned through exploring causes (ex-
planation), effects (prediction), and solutions (problem
solving); and natural processes are best learned through de-
scription of the sequence of events in the natural process
(Reigeluth & Schwartz, 1989). These sorts of instructional
strategies have been well researched for their effectiveness,
efficiency, and appeal. And they are often best implemented
through computer-based tutorials, simulations, and games.


Again, this is but one vision of the postindustrial paradigm
of instruction. I encourage you to try to think of additional vi-
sions that implement the core ideas of the postindustrial era.
To do so, it may be helpful to consider the ways that roles are
likely to change in the new paradigm of instruction.


Key Roles in the Postindustrial
Paradigm of Instruction2


New Roles for Teachers


The teacher’s role has changed dramatically in the new par-
adigm of instruction from the “sage on the stage” to the
“guide on the side.” I currently see three major roles involved


in being a guide. First, the teacher is a designer of student
work (Schlechty, 2002). The student work includes that
which is done in both the task space and the instructional
space. Second, the teacher is a facilitator of the learning
process. This includes helping to develop a personal learning
plan, coaching or scaffolding the student’s learning when ap-
propriate, facilitating discussion and reflection, and arrang-
ing availability of various human and material resources.
Third, and perhaps most important in the public education
sector, the teacher is a caring mentor, a person who is
concerned with the full, well-rounded development of the
student. These are only three of the most important new roles
that teachers serve, but not all teachers need perform all the
roles. Different kinds of teachers with different kinds and
levels of training and expertise are involved (including
students as teachers—see next section).


New Roles for Students


First, learning is an active process. The student must exert
effort to learn. The teacher cannot do it for the student.
This is why Schlechty (2002) characterizes the new para-
digm as one in which the student is the worker, and that the
teacher is the designer of the student’s work.


Second, to prepare the student for lifelong learning, the
teacher helps each student to become a self-directed and
self-motivated learner. Students are self-motivated to learn
when they first go to school. The industrial-age paradigm
systematically destroys that self-motivation by removing
all self-direction and giving students boring work that is not
relevant to their lives. In contrast, the postindustrial system
is designed to nurture self-motivation through self-
direction and active learning. Student motivation is key to
educational productivity and helping students to realize
their potential. It also greatly reduces discipline problems,
drug use, and much more.


Third, it is often said that the best way to learn some-
thing is to teach it. Students are perhaps the most under-
utilized resource in our school systems. Furthermore,
someone who has just learned something is often better at
helping someone else learn it than is someone who learned
it long ago. In addition to older students teaching slightly
younger ones, peers can learn from each other in collabo-
rative projects, and they can also serve as peer tutors.
Therefore, new student roles include student as worker,
self-directed learner, and teacher.


New Roles for Technology


I currently see four main roles for technology to make the
new paradigm of instruction feasible and cost-effective
(Reigeluth & Carr-Chellman, 2009c; Reigeluth et al., 2008).
Each of these is described next for the public education


2Much of this section is based on Reigeluth (2009) and Reigeluth,
Watson, S., Watson, W., Dutta, Chen, and Powell (2008).
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sector, but the roles are equally relevant in higher education,
corporate training, military training, and education and
training in other contexts.


Record keeping for student learning. Attain-
ment-based student progress requires a personal record
of attainments for each student. Technology saves teach-
ers huge amounts of time for this. In this role, technology
replaces the current report card, and it has three parts.
First, it has a standards inventory that contains both
required educational standards (national, state, and local)
and optional educational standards for access by the
teacher, student, and parents. Domain theory
(Bunderson, Wiley, & McBride, 2009) is highly instru-
mental for designing this technological tool. It presents a
list of attainments that should or can be learned, along
with levels or standards or criteria at which each can be
learned. Second, it has a personal attainments inventory
that contains a record of what each student knows. In
essence, it maps each student’s progress on the attain-
ments listed in the standards inventory (and perhaps
some that are not yet listed there). It shows when each
attainment was reached, which ones are required, what
the next required attainments are in each area, and links
to evidence of each attainment (in the form of summary
data and/or original artifacts). Third, it has a personal
characteristics inventory that keeps track of each stu-
dent’s characteristics that influence learning, such as
learning styles, profile of multiple intelligences, student
interests, and major life events (Reigeluth & Carr-
Chellman, 2009c; Reigeluth et al., 2008).


Planning for student learning. The personal learn-
ing plan, or contract, could also be very difficult for teach-
ers to develop for all of their students. Here, again, is a role
that technology is ideally suited to play. It helps the stu-
dent, parents, and teacher to (a) decide on long-term goals;
(b) identify the full range of attainments that are presently
within reach for the student; (c) select from those options
the ones that the student wants to pursue now (short-term
goals), based on requirements, long-term goals, interests,
opportunities, and the like; (d) identify tasks for attaining
the short-term goals; (e) identify other students who are in-
terested in doing the same tasks (if collaboration is desired
or needed); (f) specify the roles that the teacher, parent,
and any others might play in supporting the student in
learning from the task; and (g) develop a contract that
specifies goals, tasks, teams, parent and teacher roles, and
the deadline for each task (Reigeluth et al., 2008).


Instruction for student learning. Trying to “in-
struct” 25 students who are learning different things at any
point in time could be very difficult for teachers—if they


had to be the instructional agent all the time, as is typical
in the industrial-age paradigm. However, technology can
introduce the task to a student (or small team) in the task
space, provide instructional tools (such as simulations, tu-
torials, drill and practice, research tools, communication
tools, and learning objects) in the instructional space to
support learning during the task, provide tools for moni-
toring and supporting student progress on the task, and
even provide tools to help teachers and others develop new
tasks and instructional tools. Instructional theory is ex-
tremely important to guide the design of these tools
(Reigeluth et al., 2008).


Assessment for (and of) student learning. Once
more, conducting formative and summative assessments
of students could be a nightmare for teachers, since stu-
dents are not all taking a given test at the same time. And
once again, technology can offer great relief. First, as
mentioned earlier, assessment is integrated with instruc-
tion. The plentiful performance opportunities that are
used to cultivate competencies are used for both forma-
tive and summative assessments. Second, the assess-
ments present authentic tasks on which the students
demonstrate their knowledge, understanding, and skill.
Third, whether in a simulation or a tutorial or drill and
practice, the technology is designed to evaluate whether
or not the criterion was met on each performance and to
provide formative feedback to the student immediately
for the greatest impact. When the criteria for successful
performance have been met on x out of the last y
performances, the summative assessment is complete and
the corresponding attainment is automatically checked
off in the student’s personal inventory of attainments. In
the few cases where the technology cannot assess the per-
formance, an observer has a handheld device with a
rubric for assessment and personally provides the imme-
diate feedback on student performances. The information
from the handheld device is uploaded into the computer
system, where it is placed in the student’s personal in-
ventory. Finally, technology provides tools to help teach-
ers develop assessments and link them to the standards
(Reigeluth et al., 2008).


Note that these four roles or functions are seamlessly
integrated (Reigeluth & Carr-Chellman, 2009c). The
record-keeping tool provides information automatically
for the planning tool. The planning tool identifies instruc-
tional tools that are available. The assessment tool is inte-
grated into the instructional tool. And the assessment tool
feeds information automatically into the record-keeping
tool (Reigeluth et al., 2008; Watson, Lee, & Reigeluth,
2007). In our earlier work we used the term “learning man-
agement system” for this comprehensive, personalized,
integrated tool, but that term is often used to describe
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course management systems. Therefore, to avoid confu-
sion, we have decided to call this the personalized inte-
grated educational system (PIES).


Also, please note that there are many other roles for the
PIES (Reigeluth et al., 2008). These “secondary” roles in-
clude communications (email, blogs, websites, discussion
boards, wikis, whiteboards, instant messaging, podcasts,
videocasts, etc.), PIES administration (offering access to
information and authority to input information based on
role and information type), general student data (student’s
address, parent/guardian information, mentor-teacher and
school, student’s location/attendance, health information),
school personnel information (address, certifications
and awards, location, assigned students, tools authored,
student evaluations that they have performed, teacher
professional development plan and records, repository
of teaching tools, awards their students have received),
and more.


It should be apparent that technology will play a crucial
role in the success of the postindustrial paradigm of edu-
cation. It will enable a quantum improvement in student
learning, and likely at a lower cost per student per year


than in the current industrial-age paradigm. Just as the
electronic spreadsheet made the accountant’s job quicker,
easier, less expensive, and more enjoyable, so the PIES
described here will make the teacher’s job quicker, easier,
less expensive, and more enjoyable. But instructional
theory is sorely needed for technology to realize its poten-
tial contribution.


Conclusion
While much instructional theory has been generated to
guide the design of the new paradigm of instruction,
much remains to be learned. We need to learn how to
better address the strong emotional basis of learning
(Greenspan, 1997), foster emotional and social devel-
opment, and promote the development of positive atti-
tudes, values, morals, and ethics, among other things. It
is my hope that you, the reader, will rise to the challenge
and help further advance the knowledge we need to
greatly improve our ability to help every student reach
his or her potential.


Summary of Key Principles


1. In the postindustrial world, we need to transform
most of our educational and training systems from
ones that are designed for sorting students to ones
that are designed to maximize learning—from ones
in which student progress is time based to ones in
which it is attainment based. This transformation
will require advances in both instructional theory
and instructional technology.


2. Merrill’s First Principles (task-centeredness,
activation, demonstration, application, and
integration) provide a good, albeit general,
summary of the most important features for high-
quality instruction. For more detailed guidance, we
must look at the “situationalities” that determine
the ways in which instruction should differ from
one situation to another. Research to date indicates
that these are based primarily on differing means
(different approaches to instruction) and differing
ends (different learning outcomes or kinds of
learning).


3. It is helpful to look at a holistic vision of what 
the new paradigm of instruction might be like.


I proposed that it will be characterized by the
following core ideas: learning focused, learner
centered, learning by doing, attainment-based
progress, customized instruction, criterion-
referenced testing, collaborative learning, and
enjoyable learning.


4. I have proposed a vision of instruction for one
possible implementation of these core ideas. It
describes: task and instructional spaces, team and
individual assessment, instructional strategies for the
task space, and instructional strategies for the
instructional space.


5. As part of the new paradigm of instruction, new
roles for teachers include designer of student work,
facilitator of the learning process, and caring mentor;
and new roles for students include worker, self-
directed learner, and teacher.


6. Under the new paradigm, technology will fill four
major roles: record keeping for student learning,
planning for student learning, providing instruction
for student learning, and assessing for student
learning.
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1. The vice president for Human Resource Development
at a large pharmaceutical company has recently read
this chapter about the postindustrial paradigm of
education and training. She would like to explore
using the new paradigm in her company and is
therefore asking you to prepare a one-page
(approximately four hundred word) statement that
presents a vision of instruction that portrays how 
the core ideas of the new paradigm could be
implemented in her company. Prepare the statement.


2. The author of this chapter has been asked to prepare an
expanded version of the chapter for another book. He
would like to have a second vision of instruction that
implements the core ideas in the chapter—a vision that
is as different as possible from the vision in this
chapter but still embodies all the core ideas. He has
asked you to be his co-author, and he wants you to
start by preparing a one-page (approximately four
hundred word) summary of your new vision. Prepare
the summary.
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Ashley, a 24-year-old student, is in her first semester ofa new master’s program in multimedia education.
Her introductory course is in a blended mode with a kick-
off phase at the campus, an occasional meeting during the
semester, and a large amount of independent study. Many
of the learning activities will utilize innovative technolo-
gies such as Weblogs, e-portfolios, and wikis. Ashley has
become familiar with some of them and is thus looking
forward to starting the course. Consequently, her motiva-
tion is very strong and she is able to manage the initial as-
signments without any problems. However, after a while, the
independent study assignments become more demanding,
other courses require more attention, and she spends more
and more time socializing with her new friends in the mas-
ters program. Thus, Ashley’s motivation for this course is not
as strong as it was and she gets behind her schedule. As she
approaches the course deadlines she is still having motiva-
tional problems and she finds it difficult to maintain a strong
level of effort to excel on her tasks even though she wants to
do well.


Ashley’s efforts to regain strong motivation, avoid the
distractions that have developed during the semester, and
focus on her work require a special form of energy that is
different from motivation. It is beyond motivation and tar-
geted on overcoming obstacles and hindrances during the
learning process. Knowledge of the concepts related to this
“special form of energy” is highly relevant for instructional
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designers because these concepts offer detailed knowledge
that enhances knowledge of motivational processes and
their influences on persistence and performance. The pur-
pose of this chapter is to provide an overview of factors
related to Ashley’s condition, which is a reflection of the
challenges to motivation and persistence faced by all
students at one time or another.


Concerns for learner motivation and motivational
design processes have been growing in instructional sys-
tems design since the publication of Keller’s (1979) arti-
cle, “Motivation and Instructional Design: A Theoretical
Perspective.” Certainly there was a large existing psycho-
logical literature on motivation, but it did not provide an
adequate understanding of how to integrate motivation in
instructional design because of the multitude of discrete
motivational concepts and the lack of integration of moti-
vational principles into design process. Since 1979, there
has been a steady growth of interest in this topic as a result
of the work of people such as Wlodkowski (1999), Brophy
(1998), and the continued work of Keller (J. M. Keller,
1999, 2008b, 2010) and the inclusion of the concept of vo-
lition, or self-regulation, in motivational design investiga-
tions of factors that facilitate or impede learner persistence
(Astleitner & Hufnagl, 2003; Deimann & Keller, 2006;
Kim & Keller, 2008).


Even though there has been this increased activity, it
can still be difficult for an instructional designer to obtain
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a quick overview of this literature and its relevance. Con-
sequently, we have formulated six questions that provide a
structure for understanding the current situation; the major
characteristics of motivation, volition, and motivational
design; and trends in this area of activity.


Understanding Motivational 
Design: Six Questions
1. What do I need to know about motivation 
and volition? Why should I have to know anything
about it if my focus is on instructional design and
technology?


Employers complain that instructional design and technol-
ogy graduates who are well versed in the various authoring
and graphics applications for designing computer-based
and Web-based instruction often produce instruction that is
pedestrian— if not actually boring—and not sufficiently ef-
fective. To produce high-quality products, instructional
designers must be thoroughly grounded in the processes of
both motivational and instructional design. Recognition
of this is illustrated by several instructional design texts
that now include a section on motivational design (Dick,
Carey, & Carey, 2009; Medsker & Holdsworth, 2001;
Smith & Ragan, 2005).


Another reason for developing competency in motiva-
tional design is the trend to move from the perspective of
instructional design to the broader perspective of human
performance technology (HPT). From this perspective, in-
structional designers must understand and be able to iden-
tify all of the factors that influence human performance
and to use a team approach in designing systems for
improving performance, not just training or education.
Also important are motivation, social climate, incentives,
resources, leadership methods, and the interrelationships
among these things and the organization’s goals.


Within this frame of reference, motivation is critical at
three levels. The first is motivation to learn, second is mo-
tivation to work, and third is volition, or self-motivation
and self-regulation. Motivation to learn refers to learners’
internal desires to achieve a specific goal combined with
external tactics and environmental factors that influence
their motivation. Accomplishing this requires knowledge
of motivational principles, methods for analyzing learner
motivation, and methods for designing relevant motiva-
tional tactics. Motivation to work is the same as motivation
to learn with respect to its definition, but focuses on de-
signing work environments that match job requirements,
resources, incentives, and management techniques to the
motivational needs and desires of the employees.


The remaining concern is with volition, or self-motivation,
which has been formally studied in relation to personality
and social psychology (Kuhl, 1984) and in the context of
school learning and performance (Corno, 1989, 2001). Con-
sequently, in addition to the importance of motivation to learn
and to work, knowledge of volition and self-regulatory tactics
is necessary to have a full understanding of motivation and
persistence.


2. What is motivation (and what isn’t it—what 
is it different from)?


Most writers in the field of human performance technology
(Gilbert, 1978; Porter & Lawler, 1968; Rummler & Brache,
1990) identify three major categories of influence on
performance. They can be classified as capability, opportu-
nity, and motivation in its broadest meaning, which includes
persistence or volition (J. M. Keller, 2008b). Capability
refers to a person’s knowledge, skills, and aptitudes, which
determine what a person is able to do. Opportunity refers to
the resources and information that are necessary for a per-
son to perform a task. These can include clear statements of
goals, instructional content and tests that are matched to the
goals, availability of tools and equipment, sufficient time to
perform the task, and guidelines for performing the job.
Finally, motivation refers to a person’s desire to pursue a
goal or perform a task, which is manifested by choice of
goals and effort (persistence plus vigor) in pursuing the goal.


To design effective learning environments, or to develop
holistic programs of human performance development, the
instructional designer must understand and integrate all
three of these components in relation to their influences on
effort, performance, and satisfaction (J. M. Keller, 1983a,
2008b). The motivational element is particularly important
because it pertains to a person’s basic decisions as to
whether or not to accept responsibility for a task and to pur-
sue a given goal. Without this initiation of behavior, none
of the other things matter.


3. What are some of the key issues regarding
motivational design principles and processes?


Issues in the study of motivation. Three issues that
pervade the study of motivational concepts are intrinsic
versus extrinsic motivation, states versus traits, and the
affective versus cognitive domains.


Intrinsic versus extrinsic motivation. Intrinsic motiva-
tion (Deci, 1975) occurs when one engages in a task for
which there is no apparent reward except the pleasure of the
activity. In contrast, extrinsically motivated individuals
engage in tasks for rewards associated with successful ac-
complishment. Naturally, there can be a mixture of the two
elements in a given situation, but there can also be conflicts
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such that extrinsic rewards reduce one’s intrinsic motiva-
tion for learning (Deci, 1971; Lepper, Green, & Nisbett,
1973; Lepper & Greene, 1978). However, extrinsic motiva-
tion, when carefully prescribed, can be used to build learn-
ers’ intrinsic motivation (Kruglanski et al., 1975). The
effective use of feedback and reinforcement must consider
these relationships.


Trait versus state. Motivational characteristics, like
other psychological characteristics, have been conceptual-
ized as both traits and states (Brophy, 1983; J. M. Keller,
1983b; Rotto, 1994). A state is a condition brought on by
a situational stimulus or process, whereas a trait is a stable
psychological drive or motive. Berlyne (1965) indicates
that curiosity, for example, can be a trait, but it also has
state characteristics; that is, people differ in their stable,
trait-level degree of curiosity, but some situations will
awaken state curiosity more than others. Rotto (1994)
made the same point in regard to intrinsic motivation and
other motivational variables.


This issue has implications for instructional design.
Similar to ability, which is considered to be a stable trait
and not likely to be changed by specific episodes of in-
struction, motivational characteristics that are traits will
not easily be changed. In these situations, the instructional
designer’s goal would be to identify the relevant traits and
design motivational tactics to accommodate them. But, it
is reasonable to assume that because many elements of
motivation are at the state level, they will be influenced by
immediate situational factors and will change from time to
time during a period of instruction (Visser & Keller, 1990).


Affective versus cognitive domain. Some theorists have
considered motivation to be contained within the affective
domain (Martin & Briggs, 1986; Tennyson, 1992) and call
motivational factors “non-cognitive” variables (Messick,
1979). The affective domain includes emotions, which are
an essential part of motivation (Astleitner, 2001). How-
ever, motivation also has cognitive components. For ex-
ample, attributional theories of motivation (Rotter, 1966;
Weiner, 1974) are primarily cognitive. These theories fo-
cus on people’s interpretations of the causes of outcomes
and their perceived value as a major influences on the
goals they pursue.


Issues in the study of volition. Volition represents
an old variable in the study of human behavior, which can
be traced back to the beginning of scientific psychology
(James, 1890). It is targeted on explaining phenomena of
goal-directed processes such as persistence. The ultimate
purpose of volition is to help people stay on task and over-
come difficulties. In this regard, volition has been concep-
tualized as several, interrelated control processes that
facilitate goal-striving behavior (Kuhl, 1984). One of them
is attention control, or selective attention, which shields a


current intention against other, competing stimuli. To il-
lustrate this mechanism, we refer to our student Ashley
who is supposed to write an essay within the next two
hours. After logging into her wiki-system, she starts with
a few thoughts and gets absorbed by the interesting topic.
Yet, after a while, she suddenly is thinking about the up-
coming birthday party of her best friend. Ashley has prom-
ised to assist her friend in the preparations because this
will be a big event with a lot of people she has not seen in
a while. This leads to an inner struggle between two highly
valued goals: completing the essay satisfactorily versus
spending time for the preparation of the birthday party.
This is the point when volition can come into play and help
people overcome such kinds of conflicts by focusing their
attention on task-relevant issues and blinding out irrele-
vant thoughts.


Volitional, or willful, activities can be represented by the
metaphor “will as a steersman.” Comparable to the famous
Captain Ahab in the novel Moby Dick, the “volitional”
steersman navigates through rough waters and shelters the
ship (here: human action) from temptations in order to
achieve the overall goal. In addition to the aforementioned
principle of attention control, there are several other control
strategies that were introduced and investigated by Kuhl
(1984). These strategies can be applied whenever the cur-
rent action is endangered by competing intentions. Thus,
they provide an additional source of energy and compen-
sate for decreased motivation (Kehr, 2004).


Another important remark in the analysis of volition per-
tains to the ego-depletion effect (Muraven & Baumeister,
2000). Based on empirical data, the exercise of volitional
control is like exercising a muscle; it can be exerted with
great energy for a limited period of time but then becomes
fatigued and requires rest to regain strength. Thus, volitional
actions should not be applied over a lengthy period of time.
The actual degree is subject to individual differences; that is,
there is no general specification such as, for example, “the
volitional muscle can only work for three hours a day.” The
instructional designer must design learning materials and
environments in such a way as to keep distractions at a min-
imum and thus reduce the load on volitional efforts. This is
analogous to avoiding unnecessary complexity or ambigu-
ity in learning materials in order to minimize extraneous,
or non-task oriented, cognitive load (Pass, Tuovinen,
Tabbers, & vanGerven, 2003).


In summary, these motivational and volitional issues
are present in much of the literature on these topics, but
they do not provide a sufficient basis for motivational de-
sign. There are two major requirements for establishing a
systematic approach to motivational design. The first is to
understand the major elements of human motivation and
volition, and the second is to employ a design process that
assists in diagnosing learner’s motivational requirements
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and prescribing appropriate tactics. The next two sections
of this chapter provide a brief introduction to major con-
cepts and theories of motivation and volition and give an
overview of design approaches.


4. What are the major concepts and principles 
of motivation and volition, in particular the ones 
that will be useful for me to know?


There are many characteristics of human beings that must be
considered in understanding motivation and volition, and it
can be extremely challenging to understand the full array
of variables from a direct reading of the literature. There
are several syntheses (J. M. Keller, 1983b; J. M. Keller &
Burkman, 1993; Wlodkowski, 1999) and contemporary
textbooks (Brophy, 1998; Pintrich & Schunk, 2002; Weiner,
1992) that are helpful, but one is still faced with a broad
spectrum of concepts, theories, and research.


However, Keller (2008a) has proposed a set of “first
principles” of motivation that were derived from a synthe-
sis of motivational and volitional constructs. The first four
of these were first introduced in 1979 (J. M. Keller, 1979)
and were elaborated in 1983 (J. M. Keller, 1983b), but they
were not called “first principles” at that time nor were they
stated in the current manner (J. M. Keller, 2008a) as basic
principles of motivation to learn. In the current formulation,
there are five principles and each has a theoretical basis in
key motivational and volitional concepts (J. M. Keller,
2010). The five principles are:


1. Motivation to learn is promoted when a learner’s cu-
riosity is aroused due to a perceived gap in current
knowledge.


Broadly speaking, curiosity is aroused by uncer-
tainty or a desire to close a perceived gap in one’s
knowledge due to such things as unanswered questions
or unresolved conflicts. One of the best known
researchers in this area is Berlyne who introduced a
distinction between perceptual and epistemic curiosity
(Berlyne, 1965). Perceptual curiosity is characterized
by reflexive reactions to unexpected and intrusive
stimuli such as a loud noise or unexpected movement
detected in one’s peripheral vision and it is resolved as
soon as the cause of the stimulation is perceived and
determined to not be dangerous. Epistemic curiosity
refers to a desire to gain knowledge to explain the causes
of gaps in one’s understanding or why something is
happening the way it is (“why is my car engine making
that noise?,” “what did Einstein mean by E � mc2?,”
“what technique can I use to remember the geographi-
cal locations that are likely to be on the test?”).


It is also necessary to understand the dynamics of
boredom (Geiwitz, 1966; Vodanovich, 2003) in order
to understand curiosity. Boredom is not necessarily


the opposite of curiosity; boredom results from being
in an environment that is filled with uniform, un-
changing stimuli such as a warm classroom with an
instructor lecturing in a soft uninflected voice. It is
possible to be curious about the topic but so bored by
the delivery method that sleep is inevitable. Another
characteristic that affects boredom susceptibility is
sensation seeking (Zuckerman, 1979). People differ in
their needs for excitement and stimulation. Those who
have higher sensation seeking needs have higher
levels of boredom susceptibility and will require more
frequent changes of topic, instructional tactics, or
media to remain engaged in the learning process.


2. Motivation to learn is promoted when the knowledge
to be learned is perceived to be meaningfully related
to one’s goals.


Goals can be of many types. They can be concrete
and specific such as earning an A in a specific course,
getting a job with an accounting firm, or driving from
Tallahassee to Houston in fewer than eleven hours.
Goals can also be nonspecific and even emotionally
based, as in wanting to feel good about oneself,
having opportunities to enjoy friendly interactions
with other people, or being successfully engaged in
challenging activities. All of these goals can become
a source of creating feelings of relevance among stu-
dents. This is in contrast to a frequently held assump-
tion that instruction must be perceived to be useful in
order for students to consider it to have relevance.
Perceptions of usefulness or “authenticity” in a learn-
ing task contribute to relevance, but they are not the
only important components.


Relevance can also be achieved by creating mean-
ingful challenges, especially for people with high
needs for achievement, and giving them a measure of
control over setting their goals and the means of
accomplishing them (Alschuler, Tabor, & McIntyre,
1971; McClelland, 1984). A related factor is the more
general concept of interest. As Dewey pointed out, ef-
fort by itself might lead to accomplishment but it does
not lead to motivated goal pursuit unless there are high
levels of interest (Dewey, 1913), which in his concep-
tualization was a type of intrinsic motivation. Contem-
porary studies of interest focus on how to incorporate
stimuli in ways that support learning versus distracting
from it (Harp & Mayer, 1998; Hidi, Baird, & Hildyard,
1982). Among other factors that help produce rele-
vance are activities that contribute to increases in a per-
son’s feelings of competence (White, 1959).


3. Motivation to learn is promoted when learners believe
they can succeed in mastering the learning task.


A central concept related to building confidence in
mastering learning tasks is that of control. The belief or
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actuality of having control over a situation underlies
many of the psychological constructs in this category
such as locus of control (Rotter, 1966) and attribution
theory (Weiner, 1974). These concepts refer to the
degree to which people believe their achievements are
the result of their own abilities and effort versus luck or
other uncontrollable influences. Another related con-
cept is self-efficacy (Bandura, 1997), which refers to the
extent to which people can plan and implement behav-
iors that will result in successful goal accomplishment.


When people do not have positive expectancies for
success or when they have been unable to avoid fail-
ures and catastrophes over which they have no control,
they can develop feelings of helplessness. Called
learned helplessness (Seligman, 1975), this condition
refers to people who absolutely believe that they can-
not succeed at a task even though they could succeed
if they exerted sufficient effort. This happens as a re-
sult of being in a situation where you are actually help-
less and realize that no matter what you do, you cannot
succeed. Thus, you perceive there to be no connection
between your behavior and its consequences. Then, if
the situation changes and success is potentially possi-
ble, failure continues as a result of not believing suc-
cess to be possible. This is a powerful form of
maladaptive conditioning that is highly resistant to
change (Dweck, 1975). Even partial helplessness con-
ditioning, as with people who have debilitating levels
of math anxiety, can be difficult to overcome
(Wieschenberg, 1994). Dweck has shown that the con-
dition can be alleviated by a process of reattribution
training in which people learn to attribute their suc-
cesses to their efforts and abilities instead of external
factors over which they have no control (Dweck,
1975), combined with strategies for promoting peo-
ple’s belief in an entity concept of ability, which posits
that abilities are not fixed but can grow (Dweck, 2006).


4. Motivation to learn is promoted when learners an-
ticipate and experience satisfying outcomes to a
learning task.


Feeling good about accomplishments and not feel-
ing inappropriately bad when not successful is a result
of several external and internal factors. External fac-
tors include the use of reinforcement contingencies
that provide appropriate rewards for accomplishments.
There is a long history of behavior management strate-
gies (Gardner et al., 1994) based on the systematic use
of rewards and penalties in accordance with operant
conditioning principles (Beck, 1990). These principles
have also been incorporated in token reinforcement
systems (Jenson, Sloane, & Young, 1988; Kazdin,
1982) and instructional design models such as the Per-
sonalized System of Instruction (F. S. Keller, 1968).


Extrinsic reinforcement can sometimes have an un-
dermining effect on intrinsic interest (Condry, 1977;
Deci & Porac, 1978; Lepper & Greene, 1975). A pri-
mary reason for this might be that the use of reinforce-
ment contingencies to manage another person’s
behaviors tends to take personal control away from
that person and put it in the hands of the performance
manager (deCharms, 1968; Harlow, 1953; Hunt &
Sullivan, 1974; White, 1959). Thus, it is usually best,
with regard to maintaining motivation to learn, to use
feedback that is informational instead of controlling.
In other words, use of feedback that reinforces a
student for successfully completing an optimally chal-
lenging task by including a congratulatory comment
together with an internal attribution for success helps
sustain intrinsic satisfaction. For example, to say
something like, “Congratulations on your careful at-
tention to detail and use of concrete examples in this
excellent paper,” attributes success to the learner’s
abilities and effort. To praise a student for following
your instructions exactly could be perceived as having
a controlling influence (Brophy, 1981).


5. Motivation to learn is promoted and maintained when
learners employ volitional (self-regulatory) strategies
to protect their intentions.


It is questionable that learners always follow a
direct, uninterrupted path from goal setting to goal
achievement. Instead, students pursue not one but mul-
tiple goals aimed not only at learning but also at a vari-
ety of positive experiences. Thus, different goals
interact in complex ways and change over time. For ex-
ample, there is one type of priority given to growth
goals (e.g., to deepen one’s knowledge base); another
type of priority is given to maintain emotional well-
being (e.g., to look smart and protect one’s ego). In
cases when those goals collide, volitional strategies can
help students prioritize their goals and avoid being dis-
tracted by those that are less important at a given
moment (Kuhl & Kraska, 1989). However, this requires
that students have facility in using volitional strategies.
When students have and use volitional strategies over a
course of time, these strategies become internalized as
“good work habits” (Corno, 2004).


When it comes to applying volitional strategies and
concepts to an educational context, three basic steps
have appeared to be useful (Kuhl, Kazen, & Koole,
2006) The first step contains a comprehensive assess-
ment of a person’s motivational and volitional charac-
teristics. There are several instruments that capture
learners’use of self-regulated and motivation strategies
such as the Self-Regulated Learning Interview Sched-
ule (SRLIS; Zimmerman & Martinez Pons, 1986) or
the Motivated Strategies for Learning Questionnaire
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(MSLQ) (Pintrich, Smith, Garcia, & McKeachie,
1991). From the perspective of an instructional de-
signer, the Instructional Materials Motivation Survey
(IMMS) (J. M. Keller, 1993) rates the motivational
quality of the learning environment in terms of the four
basic ARCS categories (i.e., attention, relevance, confi-
dence, and satisfaction).


In addition to that, measurements to assess voli-
tional strategies have been developed by Kuhl and
Fuhrmann (1998) and by McCann and Turner (2004).
Recently, Deimann and Bastiaens (2009) proposed
the Volitional Persona Test (VPT), an online question-
naire that is based on the aforementioned model
“Will as a steersman.” Starting in February 2007,
some 25,000 learners, coming from a wide range of
German-speaking educational institutions, have com-
pleted the VPT. It is important to note that the inten-
tion of this questionnaire is to gain insight into actual
student learning behavior that is the current degree of
using volitional strategies.


The second step pertains to intervention and entails a
careful inspection of the learners’ motivational and vo-
litional profiles. At the beginning it is necessary to dis-
cover a significant pattern that can help to interpret the
overall profile. Such a pattern might be a difficulty to
control one’s emotion after experiencing failures, paral-
leled with inadequate goal-setting for the upcoming
tasks. Instead of decreasing their level of expectancy,
those learners set their goals exorbitantly high. After
such a pattern has been established, specific functional
characteristics of the profile can be interpreted based on
that. The ultimate goal of such an approach is to reduce
complexity so that coaches and counselors can quickly
detect those crucial aspects of the learner that need
change.


The third and last step is about the evaluation of the
treatment. This can be carried out in a relatively
straightforward manner by comparing the person’s
motivation and volition function prior to and following
the treatment.


To sum up, positive effects of utilizing volitional
strategies have been reported in numerous studies.
Pintrich and Garcia (1994) stress the importance of
volition for college students “who, when you talk to
them, are very motivated and concerned about doing
well, but often have a very difficult time enacting their
intentions, given all the internal and external distrac-
tions they confront in college life” (p. 126f). In a
similar vein, Wolters (2003) highlighted the usefulness
of volition in explaining how students manage dis-
tractions or other problems that might interfere with
the timely completion of academic work. In this
regard, it has become clear that motivational beliefs


(e.g., task value, learning goal-orientation) can be used
to explain volition regulatory strategies (e.g., environ-
mental control, interest enhancement) (Wolters &
Rosenthal, 2000).


A major purpose of this chapter is to highlight the
distinction between motivation and volition. Although
both refer to the same overall principle, which is to fa-
cilitate goal-directed behavior, there are noteworthy
differences, especially with regard to their implica-
tions for instructional design.


5. How can I apply this knowledge of motivation 
and volition in the context of instructional design 
and human performance technology?


The effort to build applied models of motivation is not
new, but the emphasis has changed. Whereas early models
tended to focus on one specific motivational characteristic
such as the achievement motive, more recent ones are
trying to incorporate a broad variety of relevant concepts
in a holistic approach.


To do this, one has to estimate learners’ motivational
characteristics, and then design the learning environment to
match the students’motivational requirements. This implies
that one must work holistically with motivation and not be
limited to one or two specific motivational characteristics.


There are two well-published models of motivational
design that are holistic: the time-continuum model of
Wlodkowski (1999) and Keller’s ARCS model (J. M. Keller,
1984). Wlodkowski’s model contains categories of motiva-
tional tactics and prescribes when to use them during an
episode of instruction. The questions of how many tactics or
specifically what kinds of tactics to use are left to the
teacher’s judgment.


The ARCS model is similar to Wlodkowski’s (1999),
but differs in two important ways. Tactic selection in the
ARCS model is done less intuitively and more systemati-
cally by using a problem-solving approach. Selection of
tactics is based on a systematic design process that in-
cludes an analysis of audience motivation to determine the
number and types of appropriate tactics to include.


The full application of the ARCS design process has
10 steps (J. M. Keller, 1987, 1999) ranging from analysis
through design and development to evaluation and it in-
tegrates well with lesson planning and instructional de-
sign processes. The process begins with information
about the lesson or course to be enhanced, the teachers (if
it is an instructor-led course), and the students. It then
proceeds to analysis of the audience and current materi-
als for the course. Based on this information, the designer
or teacher can write motivational objectives, select or
create motivational tactics, and then develop and test
them (Keller, 2010).








Both Wlodkowski’s and Keller’s models have elements
of prescription, but in different ways. Wlodkowski’s ap-
proach is prescriptive in that it tells the teacher what types
of tactics to use at each stage (beginning, middle, end) of
an instructional episode. With the ARCS model, prescrip-
tion does not occur until after an analysis of audience
motivation has been conducted, at which time the analysis
produces the prescriptions for tactics (J. M. Keller, 1987).
In the strictest sense of the word “prescription,” both
models are more heuristic than prescriptive. That is, they
provide guidance for the selection and application of
motivation tactics, but personal judgment is required of the
teacher, or instructional designer, with respect to selecting
and creating activities that represent the tactics. By having
a systematic audience analysis and problem-solving focus,
the ARCS model helps provide a rational basis for tactic
selection.


Both models are similar in that they focus more on the
initiation of motivation than on ways of sustaining persist-
ence until the learning process is finished. Research on stu-
dent support has been done in the context of the ARCS
model to help students sustain their efforts in the face of
compelling distractions (Visser & Keller, 1990), but this
research did not systematically incorporate principles and
tactics for managing the motivational fluctuations that
might be encountered. For instance, our student Ashley
may realize that her upcoming assignment requires much
more time and effort than she initially thought. This cre-
ates conflict and pressure on her and she starts wondering
whether she will be able to master the task. As a result of
this, her motivation wanes and she is having problems
maintaining her effort. Such a situation is not very unusual
when trying to concentrate on learning, especially in set-
tings that require a high level of self-regulation, as is the
case with many distance learning courses.


However, models of motivational design do not ade-
quately account for these situations. Therefore, it has been
argued to integrate volitional conceptions into motivational
design in order to have a more comprehensive framework
that can more effectively explain typical motivational prob-
lems (Deimann, 2007; J. M. Keller, 2008b). Major aspects
of Deimann’s (2007) approach to integration concerns an
instrument to assess volitional competence and a pool of
volitional strategies that can be utilized based on the person’s
profile and the conditions of the learning environment.


6. What are the trends or future directions in
motivational and volitional research and application
to learning environment design?


Research and development with motivation and volition is
a broad and seemingly growing area of interest, based
on the constantly growing number of articles in major


journals on these topics. However, there are several trends
that are specifically relevant to the field of instructional de-
sign and technology.


First, there is growing interest and research on motiva-
tion in Web-based instruction, computer-based instruction,
and distance learning. In most distance learning contexts
the noncompletion rate is undesirably high and learner
motivation problems are generally considered to be a pri-
mary cause. However, the number of formal studies is fairly
small, although growing (L. Visser, 1998). With respect to
computer-based instruction, Song (1998), building on the
work of Astleitner & Keller (1995), demonstrated how one
can produce motivationally adaptive, computer-based
instruction. He embedded motivational self-checks in a
lesson. Based on the learner’s responses, the computer
determined the amount and type of motivational tactics to
use in the subsequent segment of the lesson.


Second, when moving outside of a controlled, self-
directed tutorial-based computer environment to a more
open online learning system, there are many sources of
distraction that can be detrimental to learning (Deimann &
Keller, 2006). In this environment, volitional principles
and self-directed learning strategies become as important
as the learner’s motivational goals.


Third, there is more and more interest in the design of
blended learning environments, which have their own
motivational challenges, especially in large enrollment
courses. An approach that has been taken in this context has
been to provide motivational and volitional support to
students by using motivational messages delivered by
e-mail as part of the online portion of the course (J. M. Keller,
Deimann, & Liu, 2005; Kim & Keller, 2005).


Fourth, there is increased interest in the study of cognitive
load in relation to learning and performance and this has im-
plications for motivation and volition, both of which can af-
fect a student’s cognitive load characteristics. The study of
this variable in the context of instructional design has been
primarily on ways to manage stimuli and performance
requirements to maximize germane (useful) cognitive load
while minimizing extraneous (dysfunctional) cognitive load
(Sweller, 1994). Fleming and Levie (1978) made a similar
point in their list of message design principles derived from
a comprehensive review of the behavioral sciences literature.
They stated, “Learning is facilitated where criterial cues
are salient (dominant, apparent, conspicuous). Add non-
criterial cues only if and as necessary” (Principle 2.12,
p. 115). In other words, this principle was saying that non-
critical information was detrimental to a person’s cognitive
processing (cognitive load) requirements. Most of the work
in this area has focused on cognitive aspects of cognitive load
such as these, but in recent years researchers have attempted
to integrate motivational variables to have a more cohesive
framework (Paas, Tuovinen, van Merrienboer, & Darabi,
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2005). In this regard, Morrison and Anglin (2005) rec-
ommend that future research should explore the potentials
of motivation, for instance, by using realistic e-learning
materials.


The relationship between motivation and cognitive load
is also implied by still another principle from Fleming &
Levie (1978). Principle 2.19 states, “The more mature
and/or the more motivated the learner, the greater can be the
size of an instructional unit” (p. 123), which implies that
higher motivation increases cognitive load capacity.
Another recent development is reflected in the work of
Valcke (2002) who has argued for the integration of
metacognitive load as an additional dimension. All of these
relationships are depicted in Keller’s recent integration of
volitional and information processing variables with the
ARCS model (J. M. Keller, 2008b, 2010).


Fifth, there is a growing interest in understanding the
affective components of motivation in regard to both the
internal emotional characteristics of people (Astleitner,
2000) and the affective properties of machine-based learning
environments (Baylor, 1999; Picard, 1997). There is no
doubt that emotions are highly related to approach and avoid-
ance behaviors, but there is little research on how to under-
stand and systematically influence this aspect of motivation
in regard to motivation to learn. Astleitner’s (2000) FSEAP
model provides a conceptual structure and application guide-
lines that appear to be a promising development in this area.
Picard (1997) is investigating ways to invest computers with
emotional properties, while Baylor (1999) and others (Atkin-
son, 2002) are exploring the effects of various types of
animated agents on learning and motivation.


Conclusion
Even a casual comparison of today’s instructional design
and educational psychology literature with that of fifteen
years ago illustrates a dramatic growth of attention to
motivational and volitional (or self-regulatory) factors in
learning and performance. As with any field of research on
human learning and performance, there is much to be
learned, but there is also much that has been learned. In the
past, motivation was generally regarded as being too elusive
and changeable to encompass in a holistic theory or model
of explanation and prescription. However, several areas of
research and development have shown that it is possible to
build valid, systematic approaches to understanding and in-
fluencing learner motivation and persistence and this con-
tributes significantly to the larger pictures of learning
environment design and human performance development.


Certainly the field of instructional design can benefit
from current research and practices in motivation and voli-
tion. Inasmuch as what causes someone to learn is never a
precise science with easy-to-follow guidelines, incorpora-
tion of motivational techniques is essential to maximize
learning. As stated earlier, motivation is an internal con-
struct embedded in personal experience and expectations.
Instructional designers must not only be fully cognizant of
the entire range of motivational methods and models avail-
able, but also must know how to integrate them into a vari-
ety of instructional situations. Even the most accurate
content, related activities, and diligent preparation can be
ineffective without the systematic incorporation of motiva-
tion and volitional strategies.


Summary of Key Principles


1. Motivation to learn is promoted when a learner’s
curiosity is aroused due to a perceived gap in current
knowledge.


2. Motivation to learn is promoted when the knowledge
to be learned is perceived to be meaningfully related
to one’s goals.


3. Motivation to learn is promoted when learners
believe they can succeed in mastering the 
learning task.


4. Motivation to learn is promoted when learners
anticipate and experience satisfying outcomes 
to a learning task.


5. Motivation to learn is protected and maintained
when learners employ volitional (self-regulatory)
strategies to protect their intentions.


6. Instructional designers and teachers can predictably
influence motivation and volition in a positive way
by applying a systematic process of design.


Application Questions


1. You see a room where learners are smiling and
happy and the instructor is entertaining. You go into
the classroom next door and the learners have
serious expressions on their faces and are hunched


over their desks with pencils in their hands. Would
you assume that the learners in the first room have
positive levels of motivation to learn and the ones in
the second room do not? What indicators (evidence)
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would you look for in addition to the ones mentioned
above? What evidence would support a conclusion
of high levels of motivation to learn in one or both of
the classrooms? How do the concepts of engagement
versus entertainment fit in here?


2. Ashley is elated to be accepted into the LPN
(licensed practical nurse) program at her local state
college. She is thrilled because she has held this goal
for many years. Her intention is to successfully
complete the program, but beyond that, she wants to
finish in the top 5 percent of her class. She begins
the semester with hurricane intensity and receives
top grades on everything as well as the admiration of
her instructors. Midway through the semester, she is
invited to join the women’s volleyball team after a
friend observes her excellent skills during a “pick-
up” game with friends. She is almost immediately


added to the varsity team and finds the competition
and field trips to games at other schools to be
exciting and satisfying. What kind of effect might
this new goal have on her previous goals regarding
her LPN program? What can she do to protect her
original intentions? Use key concepts from this
chapter in formulating your answer.


3. Search the Web using these two descriptors:
arcsmodel and “arcs model.” Be sure to use
quotation marks around the two words (“arcs
model”). Find two examples of postings in which
people describe the ARCS model, an instructional
design application of it, or a research project
incorporating it. Describe and critique each
example with regard to how accurately and
completely it incorporates the key elements 
of the ARCS model.
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One of the fundamental components of instructionaldesign models is evaluation. The purpose of this
chapter is to describe several of the most influential and
useful evaluation models.


The evaluation of educational innovations in the 1950s
and 1960s usually consisted of research designs that
involved the use of experimental and control groups. A
posttest was used to determine if the experimental group
that received the instruction did significantly better than
the control group, which had received no instruction. This
approach was used to determine the effectiveness of new
instructional innovations such as educational television
and computer-assisted instruction. In these studies, the ef-
fectiveness of instruction delivered via the innovation was
compared to the effectiveness of “traditional instruction,”
which was usually delivered by a teacher in a classroom.
The major purpose of the evaluation was to determine the
value or worth of the innovation that was being developed.


In the 1960s, the United States undertook a major cur-
riculum reform. Millions of dollars were spent on new
textbooks and approaches to instruction. As the new texts
were published, the traditional approach to evaluation was
invoked; namely, comparing student learning with the new
curricula with the learning of students who used the tradi-
tional curricula. While some of the results were ambigu-
ous, it was clear that many of the students who used the
new curricula learned very little.
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Several leaders in the field of educational psychology
and evaluation, including Lee Cronbach and Michael
Scriven, recognized that the problems with this approach
to instruction should have been discovered sooner. The
debate that followed resulted in a bipartite reconceptual-
ization of educational evaluation, and the coining of the
terms formative and summative evaluation by Michael
Scriven in 1967. Here are Scriven’s (1991) definitions of
formative and summative evaluation:


Formative evaluation is evaluation designed, done, and in-
tended to support the process of improvement, and normally
commissioned or done by, and delivered to, someone who
can make improvements. Summative evaluation is the rest of
evaluation: in terms of intentions, it is evaluation done for,
or by, any observers or decision makers (by contrast with
developers) who need evaluative conclusions for any rea-
sons besides development. (p. 20)


The result of the discussions about the role of evalua-
tion in education in the late 1960s and early 1970s was an
agreement that some form of evaluation needed to be
undertaken prior to the distribution of textbooks to users.
The purpose was not to determine the overall value or
worth of the texts, but rather to determine how they could
be improved. During this developmental or formative eval-
uation phase, there is an interest in how well students are
learning and how they like and react to the instruction.
Instructional design models, which were first published in
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the 1960s and early 1970s, all had an evaluation compo-
nent. Most included the formative/summative distinction
and suggested that designers engage in some process in
which drafts of instructional materials are studied by learn-
ers and data are obtained on learners’ performance on tests
and their reactions to the instruction. This information and
data were to be used to inform revisions.


The evaluation processes described in early instruc-
tional design models incorporated two key features.
First, testing should focus on the objectives that have
been stated for the instruction. This is referred to as
criterion-referenced (or objective-referenced) testing.
The argument is made that the assessment instruments
for systematically designed instruction should focus on
the skills that the learners have been told will be taught
in the instruction. The purpose of testing is not to sort the
learners to assign grades, but rather to determine the
extent to which each objective in the instruction has
been mastered. Assessments, be they multiple-choice
items, essays, or products developed by the learners,
should require learners to demonstrate the skills as they
are described in the objectives in the instruction.


The second feature is a focus on the learners as the
primary source of data for making decisions about the in-
struction. While subject matter experts (SMEs) are typi-
cally members of the instructional design team, they cannot
always accurately predict which instructional strategies
will be effective. Formative evaluation in instructional
design should include an SME review, and that of an edi-
tor, but the major source of input to this process is the
learner. Formative evaluation focuses on learners’ ability to
learn from the instruction, and to enjoy it.


Defining Evaluation
Before we continue with our development of evaluation in
instructional design, we provide a formal definition of
evaluation. Because of the prominence of Scriven in eval-
uation, we will use his definition (Scriven, 1991):


Evaluation is the process of determining the merit, worth,
and value of things, and evaluations are the products of that
process. (p. 139)


By merit Scriven is referring to the “intrinsic value” of
the evaluation object or evaluand. By worth, Scriven is
referring to the “market value” of the evaluand or its value
to a stakeholder, an organization, or some other collective.
By value, Scriven has in mind the idea that evaluation
always involves the making of value judgments. Scriven
contends that this valuing process operates for both form-
ative and summative evaluation.


Scriven (1980) also provides a “logic of evaluation”
that includes four steps. First, select the criteria of merit or
worth. Second, set specific performance standards (i.e., the
level of performance required) for your criteria. Third, col-
lect performance data and compare the level of observed
performance with the level of required performance dic-
tated by the performance standards. Fourth, make the eval-
uative (i.e., value) judgment(s). In short, evaluation is
about identifying criteria of merit and worth, setting stan-
dards, collecting data, and making value judgments.


Models of Program Evaluation
Many evaluation models were developed in the 1970s and
1980s.1 These evaluation models were to have a profound
impact on how designers would come to use the evaluation
process. The new models were used on projects that in-
cluded extensive development work, multiple organiza-
tions and agencies, and multiple forms of instructional
delivery. These projects tended to have large budgets and
many staff members, and were often housed in universities.
The projects had multiple goals that were to be achieved
over time. Examples were teacher corps projects aimed at
reforming teacher education and math projects that at-
tempted to redefine what and how children learned about
mathematics. These projects often employed new models
of evaluation. Perhaps the most influential model of that era
was the CIPP model developed by Stufflebeam (1971).


Stufflebeam’s CIPP Evaluation Model


The CIPP acronym stands for context, input, process, and
product. These are four distinct types of evaluation, and
they all can be done in a single comprehensive evaluation
or a single type can be done as a stand-alone evaluation.


Context evaluation is the assessment of the environ-
ment in which an innovation or program will be used, to
determine the need and objectives for the innovation and
to identify the factors in the environment that will impact
the success of its use. This analysis is frequently called a
needs assessment, and it is used in making program plan-
ning decisions. According to Stufflebeam’s CIPP model,
the evaluator should be present from the beginning of the
project, and should assist in the conduct of the needs
assessment.


1Additional evaluation models are being developed today, and many of
the older models continue to be updated. For a partial listing of important
models not presented in this chapter, see Chen (1990), Patton (2008), and
Stufflebeam, Madaus, & Kellaghan (2000). If space allowed, the next two
models we would include are Chen’s “theory driven evaluation” and
Patton’s “utilization focused evaluation.”
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The second step or component of the CIPP model is
input evaluation. Here, evaluation questions are raised
about the resources that will be used to develop and con-
duct the innovation/program. What people, funds, space,
and equipment will be available for the project? Will these
be sufficient to produce the desired results? Is the concep-
tualization of the program adequate? Will the program
design produce the desired outcomes? Are the program
benefits expected to outweigh the costs of the prospective
innovation/program? This type of evaluation is helpful in
making program-structuring decisions. The evaluator
should play a key role in input evaluation.


The third step or component of CIPP is process eval-
uation. This corresponds closely to formative evalua-
tion. Process evaluation is used to examine the ways in
which an innovation/program is being developed, the
way it is implemented, and the initial effectiveness, and
effectiveness after revisions. Data are collected to in-
form the project leader (and other program personnel)
about the status of the project, how it is implemented,
whether it meets legal and conceptual guidelines, and
how the innovation is revised to meet the implementa-
tion objectives. Process evaluation is used to make
implementation decisions.


The fourth component of CIPP is product evaluation,
which focuses on the success of the innovation/program in
producing the desired outcomes. Product evaluation in-
cludes measuring the outcome variables specified in the
program objectives, identifying unintended outcomes,
assessing program merit, and conducting cost analyses.
Product evaluation is used when making summative eval-
uation decisions (e.g., “What is the overall merit and worth
of the program? Should it be continued?”).


Introduction of the CIPP model to instructional design
changed the involvement of the evaluator in the develop-
ment process. The evaluator became a member of the
project team. Furthermore, evaluation was no longer
something that just happens at the end of a project, but
became a formal process continuing throughout the life
of a project.2


Rossi’s Five-Domain Evaluation Model


Starting in the late 1970s and continuing to today, Peter
Rossi and his colleagues developed a useful evaluation
model (Rossi, Lipsey, & Freeman, 2004). According to


this model, each evaluation should be tailored to fit local
needs, resources, and type of program. This includes
tailoring the evaluation questions (what is the evaluation
purpose? what specifically needs to be evaluated?), meth-
ods and procedures (selecting those that balance feasibil-
ity and rigor), and the nature of the evaluator-stakeholder
relationship (who should be involved? what level of par-
ticipation is desired? should an internal or an external/
independent evaluator be used?). For Rossi, the evaluation
questions constitute the core, from which the rest of the
evaluation evolves. Therefore, it is essential that you and
the key stakeholders construct a clear and agreed upon set
of evaluation questions.


The Rossi model emphasizes five primary evaluation
domains. Any or all domains can be conducted in an eval-
uation. First is needs assessment, which addresses this
question: “Is there a need for this type of program in this
context?” A need is the gap between the actual and de-
sired state of affairs. Second is program theory assess-
ment, which addresses this question: “Is the program
conceptualized in a way that it should work?” It is the
evaluator’s job to help the client explicate the theory (how
and why the program operates and produces the desired
outcomes) if it is not currently documented. If a program
is not based on sound social, psychological, and educa-
tional theory, it cannot be expected to work. This problem
is called theory failure.3 Third is implementation assess-
ment, which addresses this question: “Was this program
implemented properly and according to the program
plan?” If a program is not properly operated and deliv-
ered, it has no chance of succeeding. This problem is
called implementation failure.


The fourth evaluation domain is synonymous with the
traditional social science model of evaluation, and the fifth
domain is synonymous with the economic model of eval-
uation. The fourth domain, impact assessment, addresses
this question: “Did this program have an impact on its
intended targets?” This is the question of cause and effect.
To establish cause and effect, you should use a strong
experimental research design (if possible). The fifth
domain, efficiency assessment, addresses this question: “Is
the program cost effective?” It is possible that a particular
program has an impact, but it is not cost effective. For
example, the return on investment might be negative, the
costs might outweigh the benefits, or the program might
not be as efficient as a competitive program. The efficiency


2The CIPP model continues to be a popular evaluation model today. For
more information about this model (including model updates), as well as
some of the other models discussed here, go to the Evaluation Center
website at Western Michigan http://www.wmich.edu/evalctr/checklists/
checklistmenu.htm#models


3Chen and Rossi’s “Theory-Driven Evaluation” (which dates back to
approximately 1980) makes program theory the core concept of the eval-
uation. We highly recommend this model for additional study (most
recently outlined in Chen, 2005).




http://www.wmich.edu/evalctr/checklists/checklistmenu.htm#models
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ratios used in these types of analysis are explained below
in a footnote.4


Kirkpatrick’s Training Evaluation Model


Kirkpatrick’s model was published initially in four arti-
cles in 1959. Kirkpatrick’s purpose for proposing his
model was to motivate training directors to realize the im-
portance of evaluation and to increase their efforts to eval-
uate their training programs. Kirkpatrick specifically
developed his model for training evaluation. What he
originally referred to as steps later became the four levels
of evaluation. Evaluators might only conduct evaluations
at the early steps or they might evaluate at all four levels.
The early levels of evaluation are useful by themselves,
and they are useful in helping one interpret evaluation re-
sults from the higher levels. For example, one reason
transfer of training (level 3) might not take place is be-
cause learning of the skills (level 2) never took place; like-
wise, satisfaction (level 1) is often required if learning
(level 2) and other results (levels 3 and 4) are to occur.


Level 1: Reaction. Kirkpatrick’s first level is the as-
sessment of learners’ reactions or attitudes toward the
learning experience. Anonymous questionnaires should be
used to get honest reactions from learners about the train-
ing. These reactions, along with those of the training
director, are used to evaluate the instruction, but should not
serve as the only type of evaluation. It is generally
assumed that if learners do not like the instruction, it is
unlikely that they will learn from it.


Although level 1 evaluation is used to study the reactions
of participants in training programs, it is important to under-
stand that data can be collected on more than just a single
overall reaction to the program (e.g., “How satisfied were
you with the training event?”). Detailed level 1 information


should also be collected about program components (such as
the instructor, the topics, the presentation style, the schedule,
the facility, the learning activities, and how engaged partici-
pants felt during the training event). It also is helpful to
include open-ended items (i.e., where respondents respond
in their own words). Two useful open-ended items are
(1) “What do you believe are the three most important weak-
nesses of the program?” and (2) “What do you believe are the
three most important strengths of the program?” It is usually
best to use a mixture of open-ended items (such as the two
questions just provided) and closed-ended items (such as
providing a statement or item stem such as “The material
covered in the program was relevant to my job” and asking
respondents to use a four-point rating scale such as: very dis-
satisfied, dissatisfied, satisfied, very satisfied). Kirkpatrick
(2006) provides several examples of actual questionnaires
that you can use or modify for your own evaluations. The
research design typically used for level 1 evaluation is the
one-group posttest-only design (Table 10.1).


Level 2: Learning. In level 2 evaluation, the goal is to
determine what the participants in the training program
learned. By learning Kirkpatrick (2006) has in mind “the
extent to which participants change attitudes, improve
knowledge, and/or increase skill as a result of attending the
program” (p. 20). Some training events will be focused on
knowledge, some will focus on skills, some will focus on
attitudes, and some will be focused on a combination of
these three outcomes.


Level 2 evaluation should be focused on measuring
what specifically was covered in the training event and on
the specific learning objectives. Kirkpatrick emphasizes
that the tests should cover the material that was presented
to the learners in order to have a valid measure of the
amount of learning that has taken place. Knowledge is typ-
ically measured with an achievement test (i.e., a test de-
signed to measure the degree of knowledge learning that
has taken place after a person has been exposed to a spe-
cific learning experience); skills are typically measured
with a performance test (i.e., a testing situation where test
takers demonstrate some real-life behavior such as creat-
ing a product or performing a process); and attitudes are
typically measured with a questionnaire (i.e., a self-report
data-collection instrument filled out by research partici-
pants designed to measure, in this case, the attitudes
targeted for change in the training event).


The one-group pretest-posttest design is often sufficient
for a level 2 evaluation. As you can see in Table 10.1, this
design involves a pretest and posttest measurement of the
training group participants on the outcome(s) of interest.
The estimate of learning improvement is then taken to
be the difference between the pretest and posttest scores.
Kirkpatrick appropriately recommends that a control


4In business, financial results are often measured using the return on in-
vestment (ROI) index. ROI is calculated by subtracting total dollar costs
associated with the program from total dollar benefits (this difference is
called net benefits); then dividing the difference by total dollar costs, and
multiplying the result by 100. An ROI value greater than zero indicates a
positive return on investment. A cost-benefit analysis is commonly used
with governmental programs; this relies on the benefit-cost ratio, which
is calculated by dividing total dollar benefits by total dollar costs. A ben-
efit-cost ratio of 1 is the break-even point, and values greater than 1 mean
the benefits are greater than the costs. Because it can be difficult to trans-
late benefits resulting from training and other interventions into dollar
units (e.g., attitudes, satisfaction), cost-effectiveness analysis is often
used rather than cost-benefit analysis. To calculate the cost-effectiveness
ratio the evaluator translates training program costs into dollar units but
leaves the measured benefits in their original (nondollar) units. A cost-ef-
fectiveness ratio tells you how much “bang for the buck” your training
provides (e.g., how much improvement in job satisfaction is gained per
dollar spent on training).
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group also be used when possible in level 2 evaluation be-
cause it allows stronger inferences about causation. In
training evaluations, this typically means that you will use
the nonequivalent comparison-group design shown in
Table 10.1 to demonstrate that learning has occurred as a
result of the instruction. Learning data are not only helpful
for documenting learning; they are also helpful to training
directors in justifying their training function in their
organizations.


Level 3: Behavior (Transfer of Training). Here the
evaluator’s goal is to determine whether the training pro-
gram participants change their on-the-job behavior (OJB)
as a result of having participated in the training program.
Just because learning occurs in the classroom or another
training stetting, there is no guarantee that a person will
demonstrate those same skills in the real-world job setting.
Thus, the training director should conduct a follow-up
evaluation several months after the training to determine
whether the skills learned are being used on the job.


Kilpatrick (2006) identifies five environments that
affect transfer of training: (1) preventing environments
(e.g., where the trainee’s supervisor does not allow the
trainee to use the new knowledge, attitudes, or skills),
(2) discouraging environments (e.g., where the supervisor
discourages use of the new knowledge, attitudes, or skills),
(3) neutral environments (e.g., where the supervisor
does not acknowledge that the training ever took place),
(4) encouraging environments (e.g., where the supervisor
encourages the trainee to use new knowledge, attitudes,
and skills on the job), and (5) requiring environments
(e.g., where the supervisor monitors and requires use
of the new knowledge, attitudes, and skills in the work
environment).


To determine whether the knowledge, skills, and atti-
tudes are being used on the job, and how well, it is necessary


to contact the learners and their supervisors, peers, and sub-
ordinates. Kirkpatrick oftentimes seems satisfied with the
use of what we call a retrospective survey design (asking
questions about the past in relation to the present) to mea-
sure transfer of training. A retrospective survey involves in-
terviewing or having trainees and their supervisors, peers,
and subordinates fill out questionnaires several weeks and
months after the training event to measure their perceptions
about whether the trainees are applying what they learned.
To provide a more valid indication of transfer to the work-
place, Kirkpatrick suggests using designs 2, 3, and 4 (shown
in Table 10.1). Level 3 evaluation is usually much more dif-
ficult to conduct than lower level evaluations, but the result-
ing information is important to decision makers. If no
transfer takes place, then one cannot expect to have level 4
outcomes, which is the original reason for conducting the
training.


Level 4: Results. Here the evaluator’s goal is to find out if
the training leads to “final results.” Level 4 outcomes include
any outcomes that affect the performance of the organization.
Some desired organizational, financial, and employee results
include reduced costs, higher quality of work, increased
production, lower rates of employee turnover, lower absen-
teeism, fewer wasted resources, improved quality of work
life, improved human relations, improved organizational
communication, increased sales, few grievances, higher
worker morale, fewer accidents, increased job satisfaction,
and importantly, increased profits. Level 4 outcomes are
more distal than proximal outcomes (i.e., they often take time
to appear).


Kirkpatrick acknowledges the difficulty of validating the
relationship between training and level 4 outcomes. Be-
cause so many extraneous factors other than the training can
influence level 4 outcomes, stronger research designs are
needed (see designs 3 and 4 in Table 10.1). Unfortunately,


TABLE 10.1 Research designs commonly used in training evaluation


Design Strength Design Depiction Design Name


1. Very weak X O2 One-group posttest-only design
2. Moderately weak O1 X O2 One-group pretest-posttest design
3. Moderately strong O1 X O2 Nonequivalent comparison-group design


O1 O2
4. Very strong RA O1 X O2 Pretest-posttest control-group design


RA O1 O2


*Note that X stands for the treatment (i.e., the training event), O1 stands for pretest measurement, O2 stands for posttest measurement, and
RA stands for random assignment of participants to the groups. Design 3 has a control group but the participants are not randomly assigned
to the groups; therefore the groups are, to a greater or lesser degree, “nonequivalent.” Design 4 has random assignment and is the gold
standard for providing evidence for cause and effect. For more information on these and other research designs, see Johnson and
Christensen, 2010.
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implementation of these designs can be difficult and expen-
sive. Nonetheless, it was Kirkpatrick’s hope that training di-
rectors would attempt to conduct sound level 4 evaluations
and thus enhance the status of training programs.


Brinkerhoff’s Success Case Method


The next evaluation model presented here is more special-
ized than the previous models. It is focused on finding out
what about a training or other organizational intervention
worked. According to its founder, Robert Brinkerhoff, the
success case method (SCM) “is a quick and simple process
that combines analysis of extreme groups with case study
and storytelling . . . to find out how well some organiza-
tional initiative (e.g., a training program, a new work
method) is working” (p. 401, Brinkerhoff, 2005). The SCM
uses the commonsense idea that an effective way to deter-
mine “what works” is to examine successful cases and
compare them to unsuccessful cases. The SCM emphasizes
the organizational embeddedness of programs and seeks to
explicate personal and contextual factors that differentiate
effective from ineffective program use and results. The
SCM is popular in human performance technology because
it works well with training and nontraining interventions
(Surry & Stanfeld, 2008).


The SCM follows five steps (Brinkerhoff, 2003). First,
you (i.e., the evaluator) focus and plan the success case
(SC) study. You must identify and work with stakeholders
to define the program to be evaluated, explicate its
purpose, and discuss the nature of the SC approach to eval-
uation. You must work with stakeholders to determine their
interests and concerns, and obtain agreement on the budget
and time frame for the study. Finally, this is when the study
design is constructed and agreed upon.


Second, construct a visual impact model. This includes
explicating the major program goals and listing all
impacts/outcomes that are hoped for or are expected to
result from the program. The far left side of a typical depic-
tion of an impact model lists “capabilities” (e.g., knowledge
and skills that should be provided by the program); these are
similar to Kirkpatrick’s level two learning outcomes. The far
right depicts “business goals” that are expected to result
from the program; these are similar to Kirkpatrick’s level
four results outcomes. The middle columns of a typical im-
pact model include behaviors and organizational and envi-
ronmental conditions that must be present to achieve the
desired business goals. These might include critical actions
(i.e., applications of the capabilities) and/or key intermedi-
ate results (e.g., supervisory, environmental, and client out-
comes). An impact model is helpful for knowing what to
include in your questionnaire to be used in the next step.


Third, conduct a survey research study to identify the
best (i.e., success) cases and the worst cases. Unlike most


survey research, responses are not anonymous because the
purpose is to identify individuals. Data are collected from
everyone if there are fewer than 100 people in the popula-
tion; otherwise, a random sample is drawn.5 The survey
instrument (i.e., the questionnaire) is usually quite short,
unless you and the client decide to collect additional eval-
uation information.6 Two key questions for the question-
naire are the following: (a) “To what extent have you been
able to use the [insert name of program here] to achieve
success on [insert overall business goal here],” (b) “Who is
having a lot of success in using the [insert program
name]?,” and (c) “Who is having the least success in using
the [insert program name]?” The survey data can be
supplemented with performance records and any other
information that might help you to locate success cases
(e.g., word of mouth, customer satisfaction reports).


Fourth, schedule and conduct in-depth interviews (usu-
ally via the telephone for approximately forty-five minutes
per interview) with multiple success cases. Sometimes
you will also want to interview a few nonsuccess cases.
The purpose of the fourth step is to gain detailed informa-
tion necessary for documenting, with empirical evidence,
the success case stories. During the interviews you should
discuss categories of successful use and identify facilitat-
ing and inhibiting use factors. During the success case
interviews, Brinkerhoff (2003) recommends that you
address the following information categories:


a. What was used that worked (i.e., what information/
strategies/skills, when, how, with whom, and where)?


b. What successful results/outcomes were achieved, and
how did they make a difference?


c. What good did it do (i.e., value)?
d. What factors helped produce the successful results?
e. What additional suggestions does the interviewee


have for improvement?


During nonsuccess case interviews, the focus is on bar-
riers and reasons for lack of use of what was expected to
be provided by the program. You should also obtain
suggestions for increasing future use. During and after all
interviews, it is important to obtain evidence and carefully
document the validity of the findings.


Fifth, write-up and communicate the evaluation find-
ings. In Brinkerhoff’s words, this is where you “tell the


5For information on determining sample size, see Johnson and Christensen
(2010) or Christensen, Johnson, and Turner (2010).
6Note that the survey instrument is not properly called “the survey.” The
“survey” is the research method that is implemented. Survey instruments
include questionnaires (paper and pencil, web based) and interview
protocols (used in-person, over the phone, or via technologies such as
Skype or teleconferencing).
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story.” The report will include detailed data and evidence
as well as rich narrative communicating how the program
was successful and how it can be made even more suc-
cessful in the future. Again, provide sufficient evidence so
that the story is credible. Brinkerhoff (2003, pp. 169–172)
recommends that you address the following six conclu-
sions in the final report:


a. What worthwhile actions and results, if any, is the
program helping to produce?


b. Are some parts of the program working better than
others?


c. What environmental factors are helping support suc-
cess, and what factors are getting in the way?


d. How widespread is the scope of success?
e. What is the ROI (return-on-investment) of the new


program?
f. How much more additional value could be derived


from the program?


Brinkerhoff emphasizes that success case evaluation re-
sults must be used if long-term and companywide success
is to result. The most important strategy for ensuring
employee “buy-in” and use of evaluation results and rec-
ommendations is to incorporate employee participation
into all stages of the evaluation. For a model showing
many of the factors that affect evaluation use, read John-
son (1998). Because of the importance of evaluation, the
next and final evaluation model is constructed around the
concept of evaluation use.


Patton’s Utilization-Focused 
Evaluation (U-FE)


Evaluation process and findings are of no value unless they
are used. If an evaluation is not likely to be used in any
way, one should not conduct the evaluation. In the 1970s,
Michael Patton introduced the utilization-focused valua-
tion model (U-FE), and today it is in the fourth book edition
(which is much expanded from earlier editions) (Patton,
2008). U-FE is “evaluation done for and with specific
intended users for specific, intended uses” (Patton, 2008,
p. 37). The cardinal rule in U-FE is that the utility of an
evaluation is to be judged by the degree to which it is used.
The evaluator focuses on use from the beginning until the
end of the evaluation, and during that time, he or she con-
tinually facilitates use and organizational learning or any
other process that helps ensure that the evaluation results
will continue to be used once the evaluator leaves the
organization. Process use occurs when clients learn the
“logic” of evaluation and appreciate its use in the organi-
zation. Process use can empower organizational members.


U-FE follows several steps. Because U-FE is a partici-
patory evaluation approach, the client and primary users


will be actively involved in structuring, conducting, in-
terpreting and using the evaluation and its results. Here are
the major steps:


1. Conduct a readiness assessment (i.e., determine if the
organization and its leaders are ready and able to com-
mit to U-FE).


2. Identify the “primary intended users” and develop a
working relationship with them (i.e., primary intended
users are the key individuals in the organization that
have a stake in the evaluation and have the ability,
credibility, power, and teachability to work with a
U-FE evaluator in conducting an evaluation and using
the results).


3. Conduct a situational analysis (i.e., examine the
political context, stakeholder interests, and potential
barriers and supports to use).


4. Identify the “primary intended uses” (e.g., program
improvement, making major decisions, generating
knowledge, and process use or empowering stake-
holders to know how to conduct evaluations once the
evaluator has left).


5. Focus the evaluation (i.e., identify stakeholders’ high-
priority issues and questions).


6. Design the evaluation (that is feasible and will
produce results that are credible, believable, valid, and
actionable).


7. Collect, analyze, and interpret the evaluation data
(and remember to use multiple methods and sources
of evidence).


8. Continually facilitate evaluation use. For example, in-
terim findings might be disseminated to the organiza-
tion, rather than waiting for the “final written report.”
U-FE does not stop with the final report; the evaluator
must work with the organization until the findings are
used.


9. Conduct a metaevaluation (i.e., an evaluation of the
evaluation) to determine (a) the degree to which in-
tended use was achieved, (b) whether additional
uses occurred, and (c) whether any misuses and/
or unintended consequences occurred. The eval-
uation is successful only if the findings are used
effectively.


Utilization-focused evaluation is a full approach to
evaluation (Patton, 2008), but it also is an excellent ap-
proach to complement any of the other evaluation models
presented in this chapter. Again, an evaluation that is not
used is of little use to an organization; therefore, it is wise
to consider the principles provided in U-FE.


To become an effective utilization-focused evaluator,
we recommend that you take courses in human perfor-
mance technology, leadership and management, industrial-
organizational psychology, organizational development,
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organizational communication, and organizational behav-
ior. If you become a utilization-focused evaluator, it will be
your job to continually facilitate use, starting from the
moment you enter the organization. You will attempt to
facilitate use by helping transform the state of the organi-
zation so that it is in better shape when you leave than when
you entered.


Conclusion
Evaluation has a long history in instructional design, and
evaluation is important because (a) it is a part of all major
models of instructional design, (b) it is a required skill for
human performance technologists, (c) it provides a sys-
tematic procedure for making value judgments about pro-
grams and products, and (d) it can help improve employee
and organizational performance. Some instructional
designers will elect to specialize in evaluation and become
full-time program evaluators. To learn more about evalua-
tion as a profession, go to the website of the American
Evaluation Association (http://www.eval.org/).


Stufflebeam’s CIPP model focuses on program context
(for planning decisions), inputs (for program structuring
decisions), process (for implementation decisions), and
product (for summative decisions). Rossi’s evaluation
model focuses on tailoring each evaluation to local needs
and focusing on one or more of the following domains:
needs, theory, process/implementation, impact, and effi-
ciency. Kirkpatrick’s model focuses on four levels of
outcomes, including reactions, learning (of knowledge,
skills, and attitudes), transfer of learning, and business re-
sults. Brinkerhoff’s success case model focuses on locating
and understanding program successes so that success can
become more widespread in the organization. Patton’s U-FE
model focuses on conducting evaluations that will be used.


Data indicate that many training departments still are
not consistently conducting the full range of evaluations.
For example, only levels 1 and 2 of Kirkpatrick’s model
are conducted, thus eliminating the benefits of additional
valuable information. It will be up to designers of the
future to rectify this situation. This chapter provides some
principles and models to get you started.


Summary of Key Principles


1. Evaluation is the process of determining the merit,
worth, and value of things, and evaluations are the
products of that process.


2. Formative evaluation focuses on improving the
evaluation object, and summative evaluation focuses
on determining the overall effectiveness, usefulness,
or worth of the evaluation object.


3. Rossi shows that evaluation, broadly conceived, can
include needs assessment, theory assessment,
implementation assessment, impact assessment, and
efficiency assessment.


4. Kirkpatrick shows that training evaluations should
examine participants’ reactions, their learning 
(of knowledge, skills, and attitudes), their use 


of learning when they return to the workplace, and
business results.


5. Brinkerhoff shows that organizational profits can be
increased by learning from success cases and
applying knowledge gained from studying these
cases.


6. It is important that evaluation findings are used,
rather than “filed away,” and Patton has developed an
evaluation model specifically focused on producing
evaluation use.


7. One effective way to increase the use of evaluation
findings is through employee/stakeholder
participation in the evaluation process.


Application Questions


1. Recent research indicates that most companies
conduct level 1 evaluations, and many conduct level
2 evaluations. However, organizations infrequently
conduct evaluations at levels 3 and 4. Describe
several possible reasons why companies conduct 
few evaluations at the higher levels, and explain how
you would attempt to increase the use of level 3 
and 4 evaluations.


2. Identify a recent instructional design or performance
technology project on which you have worked. If
you have not worked on any such project, interview
someone who has. Describe how you did (or would)
evaluate the project using one or more of the
evaluation models explained in this chapter.


3. Using ideas presented in this chapter, construct your
own evaluation model.




http://www.eval.org/
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Chapter 11
An Introduction to Return on Investment


“Show Me the Money.” There is nothing new aboutthat statement, especially in business. Organiza-
tions of all types value their investments. What is new is
the method that organizations can use to get there. While
“showing the money” may be the ultimate report of
value, organization leaders recognize that value lies in
the eye of the beholder; therefore, the method used to
show the money must also show the value as perceived by
all stakeholders.


The Value Shift
In the past, program, project, or process success was meas-
ured by activity: number of people involved, money spent,
days to complete. Little consideration was given to the
benefits derived from these activities. Today the value def-
inition has shifted: value is defined by results versus activ-
ity. More frequently, value is defined as monetary benefits
compared with costs.


From learning and development to performance im-
provement, organizations are showing value by using the
comprehensive evaluation process described in this
chapter. Although this methodology had its beginnings
in the 1970s, with learning and development, it has
expanded and is now the most comprehensive and broad-
reaching approach to demonstrating the value of project
investments.


Jack J. Phillips
ROI Institute


Patricia P. Phillips
ROI Institute


The Importance of Monetary Values
Monetary resources are limited. Organizations and indi-
viduals have choices about where to invest these resources.
To ensure that monetary resources are put to best use, they
must be allocated to programs, processes, and projects that
yield the greatest return.


For example, if a learning program is designed to im-
prove efficiencies and it does have that outcome, the as-
sumption might be that the program was successful. But if
the program cost more than the efficiency gains are worth,
has value been added to the organization? Could a less ex-
pensive process have yielded similar or even better results,
possibly reaping a positive return on investment (ROI)?
Questions like these are, or should be, asked routinely for
major programs. No longer will activity suffice as a mea-
sure of results. A new generation of decision makers is
defining value in a new way.


The “Show-Me” Generation
Figure 11.1 illustrates the requirements of the new show-
me generation. “Show-Me” implies that stakeholders want
to see actual data (numbers and measures) to account for
program or project value. Often a connection between
learning and development and value is assumed, but that
assumption soon must give way to the need to show an
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Stakeholder Concerns Actions to Address Concerns


Show Me! Collect Impact Data


Show Me the Money! And Convert Data to Money


Show Me the Real Money! And Isolate the Effects of the Project


Show Me the Real Money, And Compare the Money
And Make Me Believe It’s to the Cost of the Project


a Good Investment!


FIGURE 11.1 Stakeholder Concerns and Actions Addressing Them 


actual connection. Hence, “show me the real money” is an
attempt at establishing credibility. This phase addressed an
unanswered question: “Are all the monetary benefits
linked to the project?” This question has evolved for the
new show-me generation into: “Show me the real money,
and make me believe it’s a good investment.” This requires
a comparison with costs of the project.


The New Definition of Value
The changing perspectives on value and the tremendous
shifts that are occurring in organizations have all led to a
new definition of value. Value is not defined as a single
number. Rather, its definition is composed of a variety of
data points. Value must be balanced with quantitative and
qualitative data, as well as financial and nonfinancial per-
spectives. The data sometimes reflect tactical issues such
as activity, as well as strategic issues, such as ROI. Value
must be derived using different time frames and does not
necessarily represent a single point in time. It must reflect
the value systems that are important to the stakeholders.
The data composing value must be collected from credible
sources, using cost-effective methods. And value must be
action oriented, compelling individuals to make adjust-
ments and changes.


The processes used to calculate value must be consis-
tent from one project to another. Standards must be in
place so that results can be compared. These standards


must support conservative outcomes, leaving assumptions
to decision makers. The ROI methodology (Phillips &
Phillips, 2007) presented in this chapter meets all of these
criteria. It captures six types of data that reflect the issues
contained in the new definition of value.


Levels of Data
The richness of the ROI methodology is derived from the
types of data monitored during the implementation of a
particular project. These data are categorized by levels.
Figure 11.2 shows the levels of data and describes their
measurement focus. The data collected and analyzed at
each level provide important information to all stakehold-
ers, including, but not limited to: participants, facilitators,
project managers, program developers, managers, senior
executives, and administrators.


Level 0—Input


Level 0 represents the input to a project and details the num-
bers of people and hours, the focus, and the cost of the proj-
ect. These data represent the activity for a project—not the
contribution of the project. Level 0 data represent the scope
of the effort, degree of commitment, and support for a par-
ticular project or program. While these data are useful when
comparing activity from one organization to another (such as
in the use of benchmarking data), they are not evidence that
the organization is reaping value, considering their costs.








0:  Inputs and Indicators


1: Reaction and Perceived Value 


2:  Learning and Confidence


3: Application and Implementation


4:  Impact and Consequences


5: ROI


Inputs into the project, 
including indicators 
representing project’s scope


Reaction to the project, 
including perceived value of 
the project


Learning to use the project, 
content, materials, and 
system; gaining confidence 
to use what is learned


Use of project content, 
materials, and system in the 
work environment; progress 
with implementation


Consequences of use 
of project content, materials,
and system, expressed 
as business impact measures


Comparison of project’s 
monetary benefits and 
project’s costs


• Types of projects
• Number of projects
• Number of people
• Hours of involvement 
• Cost of projects


• Relevance
• Importance
• Usefulness
• Appropriateness
• Fairness


• Skills
• Knowledge
• Capacities
• Competencies
• Confidences
• Contacts


• Extent of use
• Task completion
• Frequency of use 
• Actions completed 
• Success with use 
• Barriers to use 
• Enablers to use


• Productivity
• Revenue
• Quality
• Time
• Efficiency
• Customer satisfaction
• Employee engagement


• Benefit/cost ratio (BCR)
• ROI (%)
• Payback period


Level Measurement Focus Typical Measures


FIGURE 11.2 Levels of Data


Level 1—Reaction and Perceived Value


Reaction and perceived value (level 1) mark the beginning of
the project’s value stream. Reaction data capture the degree
to which participants and other stakeholders involved in
the project react favorably or unfavorably. The key is to cap-
ture measures that reflect the content of the project, focusing
on issues such as usefulness, relevance, importance, and
appropriateness. Data at this level provide the first sign that
project success might be achievable. These data also present


project leaders with information they need to make adjust-
ments to the implementation to ensure positive results.


Level 2—Learning and Confidence


The next level is learning and confidence (level 2). Every
process, program, or project has a learning component.
For some—such as projects for new technology, new
systems, new competencies, and new processes—this
component is substantial. For others, such as a new policy
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or procedure, learning might be a small part of the process
but still necessary to ensure successful execution. In ei-
ther case, measurement of learning is essential to success.
Measures at this level focus on skills, knowledge, capac-
ity, competencies, confidence, and networking contacts.


Level 3—Application and Implementation


Application and implementation (level 3) measure the ex-
tent to which the project or program is properly applied
and implemented. Effective implementation is a must if
impact value is the goal. This is one of the most important
data categories. Most implementation breakdowns occur
at this level. Program evaluations and other research
routinely show that about half of the knowledge acquired
to execute a project is actually applied. At level 3, data
collection involves measuring the extent of information
use, task completion, frequency of skill use, success with
use of knowledge, and actions completed. Data collection
also requires the examination of barriers and enablers to
successful application. The data provide a picture of how
well the system supports the successful transfer of knowl-
edge, skills, and attitude changes.


Level 4—Impact and Consequences


Impact and consequences (level 4) are important for under-
standing the business consequences of a project. The data
collected at this level are productivity, revenue, quality,
time, cost, efficiencies, and level of customer satisfaction
connected with the project. These types of data usually at-
tract the attention of the sponsor and other executives. For
some stakeholders, this level of data collection reflects the
ultimate reason the project exists: to have a positive busi-
ness impact on various groups and systems within the or-
ganization. Without this level of data, the project is often
perceived as being unsuccessful or contributing no value to
the organization. Once this level of measurement is
achieved, it is necessary to isolate the effects of the project
on the specific measures. This step shows that the link be-
tween the project and business measures is not evident.
Without this step, a connection is not made between the
two, thereby invalidating the reported results.


Level 5—Return on Investment


ROI (level 5) is calculated next. This step shows the mon-
etary benefits of the impact measures compared to project
cost. This value is typically stated in terms of either a
benefit-cost ratio (BCR), the ROI as a percentage, or the
payback period. This level of measurement requires two
important steps. First, the impact data (level 4) must be
converted to monetary values; second, the full costs of the
project must be captured.


Intangible Benefits


Sometimes it is decided that an impact (level 4) measure
should not or could not be converted to monetary value.
This sixth type of data—not a sixth level of results—is an
intangible benefit. Together, the five levels of results, plus
any intangible benefits (impact data purposefully not con-
verted to monetary value because it could not be converted
credibly with minimal resources), report the complete
story of project success.


The ROI Process Model
Once a project has been deployed based on the specified
objectives, the next challenge for many project leaders is to
evaluate its success. To accomplish this, a variety of data is
collected along a chain of impact that occurs as the project
is implemented. Figure 11.3 displays ten sequential steps
that lead to data categorized by the five levels of results. As-
suming that proper analysis is conducted to define the
needs for the project, the first phase of the ROI methodol-
ogy is the planning phase. The model then moves through
data collection, data analysis, and reporting. The sections
that follow present an overview of the methodology.


Evaluation Planning


The first phase of the ROI methodology is evaluation plan-
ning. This phase begins with the clarification of objectives
and development of the evaluation project plans. These
plans include the data collection plan, ROI analysis plan,
and project plan.


Objectives. Project objectives derived from the initial
analysis provide participants and other stakeholders with
the direction needed to make the project successful. As
explained earlier, these objectives are defined along the
same five levels as the initial analysis, as well as the five
levels of results. Project objectives include:


• Reaction objectives (level 1)
• Learning objectives (level 2)
• Application objectives (level 3)
• Impact objectives (level 4)
• ROI objectives (level 5)


Specific objectives take the mystery out of what the proj-
ect should achieve. They also serve as the basis for the ques-
tions asked during the evaluation period. The initial analysis
may reflect only the knowledge, skills, or information needs
(level 2). When the needs are defined only at this level, proj-
ect objectives stop here, excluding the application and im-
pact objectives that are needed to direct higher levels of
evaluation. If application and impact objectives were not
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Impact
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cation
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Other
Benefits Comments


Program: _________________       Responsibility: _________________       Date: _________________


FIGURE 11.4 ROI Analysis Plan


developed prior to project design, they must be developed
prior to evaluation using input from such groups as job in-
cumbents, analysts, project developers, subject matter ex-
perts, facilitators, and on-the-job team leaders.


After the purpose of the evaluation is clarified, feasibil-
ity of the evaluation project determined, and project ob-
jectives defined, then development of the evaluation plans
begins. These plans include the data collection plan, ROI
analysis plan, and evaluation project plan.


Data collection plan. The first evaluation planning doc-
ument to be developed is the data collection plan, which can


be developed using a multicolumn table (not pictured here).
The objectives and measures columns define the specific
measure for each objective. Entries in the method/instruments
column describe the technique used to collect the data.
Sources of the data are identified in the Sources column. The
timing column indicates when the data are collected, and the
Responsibilities column identifies who will collect the data.


ROI analysis plan. The ROI analysis plan, which should
also be developed in tabular form (see Figure 11.4), captures
information on key items necessary to develop the actual
ROI calculation. The first column lists level 4 impact data
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FIGURE 11.3 The ROI Process Model
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items. In some cases this column might include level 3
items. The second column lists techniques for isolating the
effects of the project on each measure. A method is identi-
fied for each measure listed in the first column. The method
of converting data to monetary values is included in the third
column. When a measure will not be converted to money,
this column will be left blank, and the measure will be re-
ported as an intangible benefit. The cost categories column
includes the costs of the project. Normally, cost categories
will be consistent from one project to another. The intangi-
ble benefits column includes measures from the first column
that will purposefully not be converted to money (yet will be
isolated to the project). This column will include other
measures that sponsors, program owners, and the evaluation
team identify for improvement but that will not be converted
to money. Communication targets are outlined in the sixth
column. Finally, other issues or events that might influence
program implementation and its outputs are highlighted in
the seventh column.


Project plan. The final plan developed during the eval-
uation planning phase is a project plan. A project plan
shows the timeline of the project, from the planning phase
through the final communication of the results. It might
also include a description of the project and brief details,
such as duration, target audience, and number of partici-
pants. This plan serves as a tactical tool to keep the project
on track.


Collectively, the data collection plan, the ROI analysis
plan, and the project plan provide the direction necessary
for the ROI impact study. Most decisions regarding the
evaluation are made as these planning tools are developed.
Planning saves time and aids the management of resources
as the evaluation takes place. With purposeful planning,
the project becomes a methodical, systematic process.


Data Collection


Data collection is central to the ROI methodology. It is
through the data collection process that results measures at
each level are taken. Data are collected during two differ-
ent time frames: during project implementation and after
project implementation.


During project implementation. During project
implementation, data are collected to report results at
levels 1 and 2 (reaction and learning). These data are
collected early so that adjustments can be made for fu-
ture implementations, but also to project the potential
outcomes as the project is implemented. If adjustments
appear to be needed based on level 1 and 2 results, then it
is important to make those adjustments immediately to
help ensure the project is implemented successfully.


Reaction and learning data are collected using a variety
of techniques, with the most typical being:


• Surveys
• Questionnaires
• Tests
• Observations


After project implementation. Data collected
during project implementation are important, however,
the real story occurs as participants do what they are
supposed to do to make the project successful. Measures
are taken after project implementation to ensure that
knowledge, skills, and information are applied as
planned when participants initially engaged in the proj-
ect. Data are also collected to show the impact the proj-
ect has on the business. Impact data include both hard
data (output, quality, cost, and time) and soft data (such
as job satisfaction and customer satisfaction). Postpro-
ject implementation data are collected using methods
such as:


• Surveys
• Questionnaires
• Observations
• Interviews
• Focus groups
• Action plans
• Performance contracts
• Business performance monitoring


Challenges in data collection include selecting the most
appropriate measures for data collection, identifying the
most credible sources, and collecting data at the appropri-
ate time period after implementation.


Data Analysis


During data analysis, the results of the project begin to ap-
pear. While analysis includes appropriate statistical tech-
niques, there are key steps taken to develop the business
impact and ROI results, beginning with the isolation of the
effects of the project.


Isolation of project effects. An often overlooked
issue in evaluation is the process of isolating the effects
of the project on the specific measures of improvement.
This step is essential, because many factors influence
performance data. The specific strategies of this step
pinpoint the amount of improvement directly related to
the project, resulting in increased accuracy and credi-
bility of ROI calculations. The following techniques
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have been used by organizations to address this impor-
tant issue:


• Control groups
• Trend line analysis
• Forecasting models
• Participant estimates
• Manager estimates
• Senior management estimates
• Expert input
• Customer input


While some tools may be perceived as more credible
than others, it is important to select at least one approach
whenever business impact results are reported. Without
this step, the evaluator and project owner will be unable to
answer that all-important question: How do you know it
was our project that caused the results?


Data conversion. To calculate the return on invest-
ment, level 4 (impact) data are converted to monetary val-
ues and compared with project costs. Data conversion
requires that a value be placed on each unit of data con-
nected with the project. Many techniques can be used to
accomplish this process. The specific method selected de-
pends on the type of data and the situation. Techniques for
data conversion include:


• Use of standard values
• Output data
• Cost of quality
• Time savings converted to wage and employee


benefits
• An analysis of historical costs
• Use of internal and external experts
• Search of external databases
• Use of participant estimates
• Use of manager estimates
• Soft measures mathematically linked to hard measures


Data conversion is essential if ROI is to be reported for
a project. The process is challenging, particularly with soft
data, but can be methodically accomplished using one or
more of these strategies.


Project costs. Another necessary part of the ROI equa-
tion is the calculation of all project costs. Cost items to be
included are:


• Initial analysis costs
• Cost to design and develop the project
• Cost of all project materials
• Cost for the project team
• Cost of the facilities for the project


• Travel, lodging, and meal costs for participants and
team members


• Participant salaries (including employee benefits)
• Administrative and overhead costs, allocated in some


convenient way
• Evaluation costs


The conservative approach is to include all these costs
so that the total is fully loaded.


Return on investment calculation. The ROI is cal-
culated using the project benefits and costs. The benefit-
cost ratio (BCR) represents project benefits divided by
project costs. In formula form, the equation is:


The return on investment is based on the net benefits di-
vided by project costs and is reported as a percentage. The
net benefits are calculated as the project benefits minus the
project costs. In formula form, the ROI calculation is:


This is the same basic formula used in evaluating other
investments, in which the ROI is traditionally reported as
earnings divided by investment.


Intangible benefits. In addition to monetary benefits,
intangible benefits (those benefits purposefully not con-
verted to money) are identified for most projects. Project
benefits typically reported as intangible are:


• Increased employee engagement
• Improved brand
• Increased organizational commitment
• Enhanced image
• Improved teamwork
• Enhanced reputation
• Improved customer service
• Enhanced communication
• Improved alliances
• Increased work/life balance
• Fewer complaints
• Reduced conflict


During data analysis, every attempt is made to convert
all data to monetary values. All hard data—such as output,
quality, and time—are converted to monetary values. The
conversion of each soft data item is attempted; however, if
the process used for conversion is too subjective or inac-
curate and the resulting values lose credibility in the


ROI =
Net project benefits


Project costs
* 100


BCR =
Project benefits


Project costs








112 SECTION III Evaluating and Managing Instructional Programs and Projects


1. When conducting a higher-level evaluation, collect data at lower levels.
2. When planning a higher-level evaluation, the previous level of evaluation is not required to be comprehensive.
3. When collecting and analyzing data, use only the most credible sources.
4. When analyzing data, select the most conservative alternative for calculations.
5. Use at least one method to isolate the effects of a project.
6. If no improvement data are available for a population or from a specific source, assume that no improvement has


occurred.
7. Adjust estimates of improvement for potential errors of estimation.
8. Avoid use of extreme data items and unsupported claims when calculating ROI.
9. Use only the first year of annual benefits in ROI analysis of short-term solutions.


10. Fully load all costs of a solution, project, or program when analyzing ROI.
11. Intangible measures are defined as measures that are purposely not converted to monetary values.
12. Communicate the results of the ROI methodology to all key stakeholders.


FIGURE 11.5 Twelve Guiding Principles of ROI


process, then the data are listed as intangible benefits with
the appropriate explanation. For some projects, intangible
benefits are extremely valuable and carry as much influ-
ence as hard data items.


Reporting


The final phase and step in the ROI process model is
reporting results. This step involves developing appro-
priate information for impact studies and other brief
reports. At the heart of this step are the different
techniques used to communicate to a wide variety of
target audiences including senior executives. In most
ROI studies, several audiences are interested in and
need the information. Careful planning to match the
communication method to the audience is essential to
ensure that the message is understood and appropriate
actions follow.


Operating Standards and Philosophy
To ensure consistency and replication of impact studies,
operating standards must be developed and applied as
the process model is applied. The results of the study
must stand alone and must not vary with the individual
who is conducting the study. The operating standards
detail how each step and issue of the process will be
handled. Figure 11.5 shows the twelve guiding princi-
ples that form the basis for the operating standards. The
guiding principles serve not only to address each step
consistently, but also to provide a much needed conser-
vative approach to the analysis. A conservative approach
may lower the actual ROI calculation, but it also builds
credibility with the target audience, increasing the pos-
sibility for executive acceptance.


Implementation and Sustainability
A variety of environmental and organizational issues and
events influence the successful implementation of the ROI
process. These issues must be addressed early to ensure
success. Specific topics or actions include:


• A policy statement concerning results-based projects
• Procedures and guidelines for different elements and


techniques of the evaluation process
• Formal learning sessions to develop staff skills in the


ROI process
• Strategies to improve management commitment to


and support for the ROI process
• Mechanisms to provide technical support for question-


naire design, data analysis, and evaluation strategy
• Specific techniques to place more attention on results


The ROI process can fail or succeed based on these
implementation issues. In addition to implementing and
sustaining ROI use, the process must undergo periodic re-
view. An annual review is recommended to determine the
extent to which the process is adding value. This final ele-
ment involves checking satisfaction with the process and
determining how well it is understood and applied. This
review follows the process described in this chapter to deter-
mine the return on investment of using the ROI process.


Benefits of ROI Use
The methodology presented in this chapter has been used
consistently and routinely by thousands of organizations
in the past decade. It is more prominent in some indus-
tries than in others. Much has been learned about the suc-
cess of this methodology and what it can bring to the
organizations.
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Aligning with Business


The ROI methodology ensures alignment with the busi-
ness, enforced in three steps. First, even before the project
is initiated, the methodology ensures that alignment is
achieved upfront, at the time the project is validated as the
appropriate solution. Second, by requiring specific, clearly
defined objectives at the impact level, the project focuses
on the ultimate outcomes, in essence driving the business
measure by its design, delivery, and implementation. Third,
in the follow-up data, when the business measures may
have changed or improved, a method is used to isolate the
effects of the project on that data, consequently proving the
connection to that business measure (i.e., showing the
amount of improvement directly connected to the project
and ensuring there is business alignment).


Improving Processes


ROI is a process improvement tool by design and by practice.
Data are collected to evaluate how things are—or are not—
working. When a project is not proceeding as expected, data
are available to indicate what must change to make the proj-
ect successful. When things are working well, data are avail-
able to show what else can be done to make them better. As
a project is conducted, the results are collected and feedback
is provided to the various stakeholders for specific actions for
improvement. These changes drive the project to improve re-
sults, which are then measured while the process continues.
This continuous feedback cycle is critical to process im-
provement and is inherent in the ROI methodology.


Enhancing an Image and Building Respect


Many functions, and even entire professions, are criticized
for being unable to deliver what is expected. For this, their
image suffers. The ROI methodology is one way to help
build the respect a function or profession needs. The method-
ology can make a difference in any function—not just those
under fire. Many executives have used ROI to show the value
of major projects and programs, perhaps changing the per-
ception of a project from one based on activity to one that
credibly adds value. Showing bottom-line value results in a
better image and increased respect for a project or program.


Improving Support


Securing support for projects is critical, particularly at the
middle-manager level. Many projects enjoy the support of
top-level managers who allocated the resources to make
the projects viable. Unfortunately, some middle managers


may not support certain efforts because they do not see the
value in terms they can appreciate and understand. Having
a methodology that shows how a project or program is
connected to the manager’s business goals and objectives
can increase support. When middle managers understand
that a project is helping them meet specific performance
indicators or departmental goals, they usually support the
process, or at least will resist it less. In this way, the ROI
methodology may actually improve manager support.


Justifying or Enhancing Budgets


Some organizations have used the ROI methodology to
support proposed budgets and justify existing budgets.
Because the methodology shows the monetary value
expected or achieved with specific projects, the data can
often be leveraged into budget requests. When a particular
function is budgeted, the amount is often in direct propor-
tion to the value that the function adds. If little or no cred-
ible data support the contribution, the budgets are often
trimmed—or at least not enhanced. Organizations have re-
ported significant budget increases for an entire function
based on ROI projects pursued during the previous year.
Bringing accountability to this level is one of the best ways
to secure future funding.


Building a Partnership 
with Key Executives


Almost every function attempts to partner with operating
executives and key managers in the organization. Unfortu-
nately, some managers may not want to be partners. They
might not want to waste time and effort on a relationship
that does not help them succeed. They want to partner only
with groups and individuals who can add value and help
them in meaningful ways. The ability to communicate
project results enhances the likelihood of building strong
partnerships with these managers.


Final Thoughts
This chapter presents the overall approach when a function
must “Show Me the Money.” It explains the different ele-
ments and steps in the ROI methodology, the standards, and
various concepts necessary to understand how ROI works.
By using this methodology it is possible to dramatically im-
prove programs, increase support for learning and develop-
ment, justify funding for new and existing projects, and
enhance the image of the learning and development process.








114 SECTION III Evaluating and Managing Instructional Programs and Projects


Application Questions


1. A large pharmaceutical firm is facing tremendous
market changes and a shift in the way pharmaceutical
products are sold and delivered. To face this
challenge, the company embarked on a
transformational leadership program for the executive
team. The program was developed conceptually by
the executives, who suggested some areas where
discussion and change may be needed. A prestigious
business school was engaged to design and deliver it.
The program was ambitious and extensive. Six
months into the program, senior executives asked for
accountability for the program. Ideally, they wanted to
see the value of this program in business terms,
perhaps even at the ROI level. A review of the
situation uncovered some interesting issues. The
program was not clearly connected to a business need
but focused on competencies that participants would
learn. The objectives for the program focused squarely


on learning and did not address use of competencies
and the consequent impact (the business need). The
request for more accountability left the learning and
development team frustrated and the leadership
development supplier anxious and concerned.
a. Is it normal for expensive, high-profile projects not


to be clearly connected to the business needs?
b. Why is leadership development often expressed al-


most exclusively in terms of behavior and skills
and rarely in terms of impact and contribution?


c. Why are objectives rarely set that speak to what
participants will do with what they learn (applica-
tion) and the corresponding consequence (impact)?


d. What would be your approach to address the situ-
ation from a consultant’s perspective?


2. The learning and development budget for a well-
known, respected nongovernment organization
(NGO) was dramatically reduced. The original


Summary of Key Principles


1. The measures for the value of learning have
changed. No longer can we measure inputs and
substitute them for outcomes. Outcome measures
must include a balanced set of measures to please the
different stakeholders, representing qualitative and
quantitative, financial and nonfinancial.


2. The success of learning begins with the initial
analysis to connect the learning to specific
business and performance needs. This initial step
achieves business alignment, validates that a solution
is needed, and ensures that the proper solution is
selected to make improvements.


3. Objectives must be developed at higher levels. While
learning objectives have been developed in the past,
more application objectives and impact objectives are
needed, pushing the focus on what participants will do
with what they learn (application) and the
corresponding consequence (impact) of the application.


4. A systematic process is needed to collect, analyze
and report data. This step-by-step process ensures
that measurement and evaluation is consistent and
various options are developed to handle each step in
the process.


5. The issue of isolating the effect of learning on the
impact measure is perhaps the most important
credibility issue. For any learning intervention,


measurement at the impact and ROI level must
include a procedure for isolating the effects of the
program on the impact data.


6. Converting data to monetary value is not as
challenging as most people think. When impact
data are developed, sometimes it is important to
calculate the monetary value to see the “money”
delivered by the program. When ROI is calculated,
this step is absolutely essential. The good news is
that much of the work to convert important data to
money has been accomplished in the organization.


7. The ROI data must be properly reported 
and used to avoid misuse and abuse in the
organization. ROI can be emotional, and it 
should be viewed in the context of a balanced 
set of data, not letting the evaluation rest on one 
data item.


8. When impact and ROI evaluations are pursued,
there must be a set of standards to provide
consistency, direction, and credibility. The
standards for the ROI methodology are conservative
and help minimize the resources needed for
evaluation. They have been developed carefully, with
input from hundreds of professionals.
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budget level was established by the head of the
organization, who felt that it should invest heavily in
employee learning and development. With a new
executive at the top, the expenditure on learning 
and development came into question. When asked to
show the contribution of the very significant
expenditure allocated to learning and development
(L&D), the report from L&D contained only inputs
to the process, detailing how many people were
trained, what subjects were addressed, the total
number of hours consumed, and the cost of the
process. In a moment of frustration, the top
executive cut the budget by one-third, although the
NGO’s overall budget actually remained the same.
This action was taken without any discussion with
the head of learning and development. Instead, the
chief executive formed a training commission to
address the accountability of learning and
development with a mandate to monitor the 
impact of learning.
a. Is it unusual for organizations, when asked about


contribution of learning and development, to have
the report dominated by input items? What should
be done to change this?


b. Should the head of learning and development have
been anticipating that the value of learning and
development may come into question, and that the
inputs are not necessarily the value appreciated by
the executive?


c. Should the executive have more dialog with the
learning and development team about the results
that are desired and the accountability needed for
learning and development?


d. What should the head of learning and develop-
ment do?


3. The sales training team for a major copier company
had developed comprehensive sales training for the


sales representatives using some existing high-profile
content from a supplier. The program was enhanced
with pre-reading, an e-learning module used as 
pre-work, and sales coaching by the sales manager
after the intensive, four-day classroom training.
According to the group, six months after the training
the sales had actually increased 14 percent. In
addition, customer complaints had reduced by 
31 percent, and customer satisfaction, it was
estimated, was up by 30 percent.


When reporting to the executive vice president of
sales, the head of sales training presented the data in
the context of detailing the improvement, showing
them the monetary value of all three data categories.
The manager went on to show the cost of the
program and showed a very impressive ROI of 
450 percent. After the presentation, the executive
vice president of sales asked if all of these results
were caused by the training. Were there any other
processes or factors in place that improved sales
during this time period? In addition, the executive
asked for details on how the data were converted to
money, and also wanted to know what costs were
included in the total cost. This series of questions
left the sales training manager a little confused and
perplexed.


a. Is failure to isolate the effects of the training on the
data a common issue? When should this issue be
approached and how can it be accomplished even
at this stage of the sequence of events?


b. When converting data to money, what steps
or cautions should be taken? What rules are
necessary?


c. Which costs should be included in the cost part of
the equation?


d. What concerns or cautions should be taken when
ROI data are presented?
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Chapter 12
Managing On-Site and Virtual Design Teams


Scenario 1—A contract was awarded to develop
a set of online courses for restaurant managers 
on topics such as dealing with employees,
budgets, and food service management. Eight 
online course developers living in different 
locations were hired to design and develop
courses. They must work with programmers,
writers, and graphic artists. All courses must be 
in a similar format with the same look and feel.
The project has a seven-month timeline. 
(Team members: fifteen.)
Scenario 2—Repeat DUI offenders were attending
essentially the same program as the first-time
offenders and it was not effective. You were asked
to develop a 20-hour program with interactive,
group activities. The activities do not have to be
original, as long as you cite the source. It is due 
in three months. (Team members: three.)
Scenario 3—The $4 million National Science
Foundation (NSF) multimedia development 
project proposal was meticulously written,
submitted, and approved. You have been hired as
the project manager. All you have to do is get 
out the schedules, follow them, and manage 
your team throughout the three-year project!
(Team members: thirty-five, five in 
another town.)


Brenda C. Litchfield
University of South Alabama


How would you react to each of the above scenarios?What would you do first? As an instructional project
manager what leadership and management and communi-
cation skills do you need? How would you get these
different teams motivated and moving in the same direc-
tion to complete the project on time and within budget?
How will you manage a virtual team?


Each of the above is an example of a situation requiring
instructional project management. These projects vary
considerably in many aspects. One will have all staff
under one roof, while the others will use developers in dif-
ferent locations. Some have a complete design document
specifying all procedures and deliverables. For others, it is
up to you to do all the planning. Some scenarios involve
just a few team members. Others require a staff of thirty to
forty individuals. The timeline for one is three months,
while another will take three years.


The common thread running through each project is your
ability as project manager to manage, motivate, and lead
your team. It is often thought that a small instructional
development project is much easier than a large one. Not
necessarily true. Regardless of size, you should be able to
monitor progress, solve problems, motivate (Keller, 1999),
and move your team forward by communicating your
instructions and desires. Individuals on a team will commit
to tasks and projects that pay off for them in a number of
ways (Clark, 1999). All teams strive to accomplish the
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objectives of the project and meet the expectations of the
project and client (Dinsmore, 2006). The clearer you make
your objectives and expectations, the better results you will
achieve. All teams have personalities and are motivated by
different payoffs as individuals and as a team. Your job is to
find out what the desired payoffs and motivations are and
use them to the project’s and your advantage.


There are numerous books and articles on project man-
agement detailing how to budget, schedule, produce docu-
ments, and evaluate projects (Berkun, 2008; Fuller, 1997;
Gardiner, 2005; Greer, 2001). This chapter will not focus
on areas considered to be tools of project management.
This chapter will concentrate on the aspects of project
management and leadership related to the basic personal
qualities that can help make you an effective project man-
ager and team leader while producing a quality instruc-
tional product. The areas considered especially important
for successful project management are developing effective
leadership skills and effective teams, and communicating
with your team.


Management and Leadership
There are different definitions of management. The most
commonly  recurring component of management defi-
nitions is that a manager is tasked with achieving certain
organizational goals with a team or staff of individuals.
Specific tasks are to be carried out and it is up to the
manager to make sure they are accomplished. Hersey,
Blanchard, and Johnson offer one definition encompass-
ing many managerial aspects. “Management is the
process of working with and through individuals and
groups and other resources (equipment, capital, technol-
ogy) to accomplish organizational goals” (2001, p. 8).
Thus, strong interpersonal skills are paramount to the
success of a manager.


Project management employs many of the components
of general management (e.g., program management and
administrative management). It does, however, differ
because of the nature of projects. What is a project?
According to Lewis (1995), a project is a one-time job
that has definite starting and ending points, clearly
defined objectives, a prescribed scope of work, and
(usually) a budget. This is an ideal definition because due
to unclear objectives and scope, along with an inadequate
budget, some projects never seem to end. As illustrated in
the introductory scenarios, each project is different and
can take on a life of its own. To see an instructional proj-
ect through to completion, your personal management
style will be a critical factor in ensuring the team meets
deadlines and produces deliverables.


Successful project management also requires leadership.
Management and leadership are terms often used synony-
mously but are operationally two different sets of actions and
philosophies. Leadership deals with a broader aspect of
achieving goals and objectives. Leaders function more as
innovators, visionaries, trust builders, and influencers of
people. Effective leaders motivate their teams by bringing
out the best in individuals (Wong, 2007). Leaders can also
influence people through charisma and earned respect.
Managers execute the plan, keep the closest goal in sight, and
focus on production and deadlines. “Managers do things
right, leaders do the right things” (Bennis, 1994, p. 12).


Because management skills (meeting deadlines, super-
vising staff, staying within budget, and so forth) are usu-
ally understood more easily than leadership skills, some
important aspects of leadership will be discussed. In the
past, it was widely accepted that some people are “born
leaders” and others are not. Today, however, it is possible
for individuals to become successful leaders through
work experience, opportunity, education, role models,
and mentors. These situations can further be enhanced
through personal characteristics such as intelligence,
physical energy, and social potential (Conger, 1992).


According to Hersey et al. (2001), leadership involves
three interrelated competency areas: cognitive, behavioral,
and process skills. Being able to diagnose the environment
by assessing the current situation and planning what can be
done to solve a problem is considered a cognitive skill.
Adapting behavior and other resources to match whatever
actions are required to solve the problem is a behavioral skill.
The process skill is communication. Communicating with
staff members and having them understand plans and goals
while you listen and respond to their suggestions and con-
cerns is the third essential competency of an effective leader.


Certainly, there are numerous aspects of diagnosing,
adapting, and communicating, with each being worthy of
further study. Important to remember is that you must
integrate these skills in your daily routine because you
are responsible for the ultimate success or failure of your
project. You must always know the status of the project.
If it is behind schedule or staff do not understand project
objectives, not only must you recognize this, you must
also be able to design a solution to remedy the problem,
and communicate it effectively.


As a person in the position of directing an instruc-
tional project you must be a manager and a leader; 
you are in a unique position requiring both management
and leadership skills. In instructional projects such as the
scenarios described in the beginning of this chapter, there
may be as few as three people or as many as thirty-five on
a project. Unless you are working for a large instructional
design or training organization where many teams and
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numerous projects run concurrently, you will probably be
working with a relatively small group of individuals. In
these cases, as project manager, you will be responsible
for meeting your goals, timelines, and budget. At the
same time you will be the person leading and motivating
your team with your energy, insight, and encouragement.


The ability to influence your team depends heavily on
your personality and behavior. Maslow (1998) posits that
enlightened management can produce more well-rounded
employees. If management is fair, rewarding, and under-
standing, then employees develop more positive actions
among each other and with people they know. Lewis
(1995) surveyed participants in his workshops about what
they thought it took to be a successful project manager.
Participants mentioned being a good listener, being a team
builder, providing feedback, having a sense of humor,
showing mutual respect, knowing how to delegate, being a
good decision maker, challenging the team to do well, and
being flexible as just some of the traits they desired in a
manager.


From this list it is evident the skills considered most
critical to successful project management were not the
abilities to create schedules, define objectives, develop a
budget, or conduct formative evaluation. They were inter-
personal skills that direct and motivate a team.


In the late 1960s, Hersey et al. (2001) developed a
leadership model labeled situational leadership. Since
then it has gone through modifications and has evolved
into a four-phase model for developing leadership skills
and influencing individuals. It is based on three factors:
(1) the amount of guidance and direction a leader gives;
(2) the amount of socioemotional support a leader
provides; and (3) the readiness level followers exhibit in
performing a specific task, function, or objective. From
your basic personality and behavior you develop a leader-
ship style. Your leadership style should not remain
consistent. This may seem like odd advice, but to treat all
situations and all people exactly the same will result in
your handling some situations effectively and others
ineffectively. By adapting your leadership style (and
resources) based on correctly analyzing specific situa-
tions you will be more effective.


Using the situational leadership approach involves a
cycle of phases based on the maturity of your project
team. If your team is inexperienced and unsure (often at
the beginning of projects) your leadership style (phase 1)
should be directive, detailed, and supervisory without be-
ing overbearing or appearing to be demanding. As your
team gains more confidence but is still learning (phase 2),
you can move from a directive role to one where you
explain and clarify decisions and reward improvements in
direction and knowledge. At this point, you are securing
the team’s “buy in” of the process and product. The more


they learn, the more they can function on their own. Now
your leadership role (phase 3) changes to focusing on
results and making sure your team is rewarded for effort
and production. The last stage (phase 4) involves less of
your involvement as a director and more as a monitor.
Your team has learned how to work together to produce a
product and you can step back and let it work without the
close supervision that was necessary in the beginning of
the project.


In each of the four phases there are fine lines between
being effective or ineffective in your management. For
example, while you may see your decrease in direct,
observable monitoring as an indication of your trust in
your team, the team members may see it as a lack of inter-
est on your part. What is important in each phase is how
you communicate with your team.


Communication
Effective communication among all individuals is an
essential skill that is becoming more important as we
move to a wider base of workers and businesses (Tosca,
1997). According to Cobb (2006), the increase in global-
ization, along with digital technologies, presents even
more communication challenges. Communication with
team members, whether they are in the same building or
in different states or countries, can be challenging. Every-
one requires concrete instructions as well as enthusiasm,
motivation, and acceptance. Your team will want to know
exactly what you expect, when you expect it, and what
quality you expect. There is no room for errors in com-
munication when you are ultimately responsible for dead-
lines, budgets, and products. Do not assume people know
what you are thinking. Make it crystal clear—regardless
of how many people you are communicating with. Often
serious communication problems can arise when you are
working on a small project with just a few people because
it is easy to believe you are all thinking the same way.


Discipline problems among some team members are
unavoidable in most projects. In numerous situations, you
will have to recognize inadequate or improper actions and
have a serious meeting with some of your team members.
How you handle these situations can have a strong bearing
on other team members’ perception of your leadership. To
recognize a discrepant situation and not act quickly can
make you appear to be uninterested, uninvolved, or showing
favoritism. A classic in the field of management, The One-
Minute Manager (Blanchard & Johnson, 1982), stresses the
importance of “The One Minute Reprimand.” Reprimand
immediately, explain exactly what was done wrong and how
you feel about it, focus on the action, not the person, remind
that you value them, and end it. No overblown confronta-
tions, just straight to-the-point communication.
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FIGURE 12.1 Communication Pattern of a Project Manager


As an instructional project manager, you will have to
communicate with a variety of people individually and as
groups. Figure 12.1 illustrates the typical communication
pattern of a project manager. The arrow width indicates the
frequency of communication with each individual or group.
You will also have to negotiate and interpret communication
between and among groups and individuals even though
you may not attend meetings or interact with some individ-
uals directly. In these cases, you may act as a mediator
between groups—an important function that is necessary to
keep the project running smoothly and on time.


Team Communication


An instructional project development team usually consists
of instructional designers, assistant project managers (large
projects), writers, artists, and (in video/computer projects)
videographers, scriptwriters, and other technical people
such as programmers. The majority of your communication


will be with the team itself. Your primary tasks with the
team are to motivate and monitor progress. These are the
individuals with whom you will be most involved. Whether
you have a team of three or thirty-five, accurate, timely, and
genuine communication with the team is the most critical
element in successfully completing an instructional project.
The bulk of your communication will focus on project
direction and motivation. You should communicate your
enthusiasm and monitor progress regularly. Even though
these individuals are competent in their respective fields,
the particular combination of personalities in a specific
instructional project may present unique problem—all of
which you will be expected to handle.


Production Staff


The production staff may include writers, editors, graphic
designers, artist, Web designers, and other media special-
ists. Oftentimes, one of the most interesting challenges for
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an instructional project manager is working with the
creative people who serve as members of the production
staff. If you approach management of creative people the
same way you approach traditional management, you may
find resistance and misunderstanding. Most views of
management are meeting deadlines, budgets, and so forth.
Creative people are not often driven by the same goals.


Creativity on demand is usually difficult to achieve.
Often what is required with creative individuals is flexible
work hours and scheduling. Other staff members do what
they are told because assignments are prescriptive.
Creative individuals often take their jobs seriously because
their egos are in each idea and presentation. Critiquing the
work of a creative individual takes a bit more sensitivity
because of these issues. To most employees, when some-
thing is not done to the supervisor’s liking, it is easy for
them to say, “That’s what you told me to do.” Not so with
creative team members. They put themselves and their
creativity on the line each time they explore a way to
develop a lesson, create a page design, or write a script.


Creative people are not necessarily driven by monetary
reward (Stevens, 1992). More important for many is an
appreciation of their efforts, along with freedom to be
creative without fear of being criticized for trying new
ideas. Creative people should be approached with sensitiv-
ity and knowledge of the processes they go through to
produce their “product,” which they may consider to be a
reflection of themselves. Sometimes the temperamental
and stubborn side of creative people actually comes from
misunderstandings or feelings of being limited creatively.
They have ideas about a design or an approach and at least
want to be heard before you say it will not work or is
totally in the wrong direction.


It is not that creative people call for special treatment
and less responsibility than other team members—just a
different approach. They are not necessarily difficult to
work with; they just require a bit of special care and under-
standing if you want your instructional project to succeed.


Instructional Designers


Perhaps the most important member of your team is the
instructional designer. This is the person (or persons)
responsible for researching, designing, and developing the
instructional product. It may be that you are the instruc-
tional designer as well as the manager because the project
is small, or on a large project, there may be several
instructional designers. Your relationship with the instruc-
tional designer is probably the closest one you will have.
You are the team member who should be able to commu-
nicate best because of your common backgrounds.


Two important variables to be considered in your
management of other instructional designers are the


levels of experience and skills represented and differen-
tiation of roles. If your level of skill is greater than those
of the persons you are managing, you can serve as a
coach to assist their development. Regardless of whether
your skill level is greater, lesser, or just different from
those you manage, it is your responsibility to review their
work for quality and to provide feedback. Second, you
must separate the role of manager from “doer.” If you are
managing other designers, it can be difficult to get used
to the fact that their styles and products will be different
from what you would have done, and you will be tempted
to do it yourself whenever possible. It is vital to remem-
ber that you are responsible for their development, and
you obtain the products you want by means of clear com-
munication of expectations, coaching, and feedback, not
by doing it yourself. Even though you are a designer,
team members will still look at you as a leader or man-
ager first and expect the guidance and direction that
comes with that position.


Assistant Project Managers


If yours is a large project, multiple teams may be necessary,
which will require assistant project managers (APMs).
Your main focus with these individuals is to motivate, di-
rect, and inform. They are responsible for communicating
with their specific team members. Because directions and
procedures are going through APMs, each communication
should be especially clear and precise. It may be best to
provide APMs with written directives and memos to ensure
exact communication. Instructional development is partic-
ularly detail-oriented and those details must make it to the
right person intact.


It is also helpful if you have APMs prepare a weekly
report about the progress of their team and fill out a team
status report. This consists of each of the development
phases (e.g., research, writing, editing, filming) and
what stage they are currently in. It is too easy in a large
project to lose touch with the specific activities, obstacles,
and achievements that are affecting progress.


Subject Matter Experts


Communication between you and the subject mater expert
(SME) and between the SME and the team takes on many
forms. As project manager, your main jobs here are to
explain the limits and roles, interpret needs and wants, and
settle disputes. SMEs rarely know what instructional
design is or how it works. Often SMEs are “appointed” to
work on a project and sometimes this means extra work
with no compensation. These situations can be challenging
due to inaccurate perceptions and less than positive
attitudes of some SMEs.
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The limits of what you and your team can do, and what
the finished product will look like is something the SME
should know at the outset of the project. You must work
with your instructional designers to make sure they
understand the techniques of working with SMEs and that
this is often a trying task because two people are speaking
different languages. SMEs need to be aware of the conse-
quences of changes (more time, money) and develop
specific sign-off procedures. Identification of problems
and quick solutions are the key to careful monitoring of
this critical relationship.


Greer (1999) suggests getting SMEs involved very
early in the process can prevent many problems later. He
also recommends asking for overviews of their field or
information that will help you understand what they do.
Requests for such information makes it clear you respect
the SME’s professional judgment. You should develop
a close relationship with SMEs because they are often
vital to a project, especially as relating to meeting
deadlines.


The Client


The amount of communication you have with the client
depends on the size of the project. On a large project, there
may be a separate project director who oversees the general
components of the project while you run the daily opera-
tions. Sometimes the project director will have more direct
contact with the client.


Assuming you have direct contact with the client, your
tasks are interpreting ideas, explaining limits, getting
approvals and sign-offs, and most important, making the
client happy. In an ideal project, you will not have much
contact with the client if everything is going according to
schedule. Your communications focus mainly on where
you are in the schedule and what progress you are making.
It is important to communicate to the client that changes to
the set plan are serious and can have time and money
consequences. A solid, direct understanding about this
early on will alleviate problems later.


You may be required to mediate communication between
the client and SME. If the SME gets upset about something
the instructional designer cannot do, a meeting with the
client often ensues. Then you may have a “them against us”
situation that you will have to interpret, analyze, and solve.
Keeping a client happy involves good communication so
there are no surprises. Nothing is worse than surprising a
client with a statement such as, “We are going to require
three extra weeks to finish this part,” or “Because you
changed this, I forgot to tell you it would cost $5,000 more”
(as you hand over the bill). The secret with client communi-
cation is keeping it on a regular interval and filling it with
pertinent details.


Management


Management in this context refers to your supervisor.
Your communication with this person focuses on infor-
mation about progress and problems with the client.
Unless something goes wrong, these communications
take the form of regularly scheduled meetings or status
reports. Management does not need to know about spe-
cific problems with the team—these are yours to solve.
The more you can handle yourself, the more capable you
appear. Management and the client tend to want the same
information: where you are in terms of progress.


Management should be consulted if something gets
beyond your control such as the client making unreason-
able requests or wanting substantial changes. You may not
have total authority to make these decisions. If you do,
make sure you get things in writing and have everyone sign
off on the new schedule and process.


End Users


At first thought, it would seem that as an instructional project
manager you would not communicate with the end users.
Actually, communicating with them during the initial stages
of the project is essential. If possible, at the initial stage con-
duct a face-to-face meeting. If this is not feasible, send out a
questionnaire. The purpose of a meeting or questionnaire is
to ascertain if the direction or approach is appropriate and
realistic for this particular audience. Although your initial
communication with end users is not extensive, it can make
a tremendous difference in the acceptance of your instruc-
tional product. After this point, the instructional designer
carries out the majority of the interaction with the end user.


It is especially helpful for the instructional designer to
communicate with the end user when planning and
designing instruction for children and young adults. It is
easy to get so involved in the design that the overall
approach is overlooked and may not be something inter-
esting to the audience.


Reviewers


The most difficult thing to successfully communicate to
reviewers is the importance of timely turnaround. You will
often not meet reviewers in person. Your contact with them
is usually through a cover letter or an e-mail explaining the
process and what they are expected to do. Because every-
one is busy, and some reviewers are taking on this task in
addition to their other work, you will rarely get all reviews
back by the specified date. Some you may never get back.
It is most helpful to gain support from the managers of the
reviewers, especially when your client is their manager.
This will help to ensure the reviewers understand that their
timely cooperation is expected.
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Some reviewers may need another request for comple-
tion. As in all other instances of working with your team
and staff, you must be assertive but not aggressive in your
request. An important gesture with reviewers is to take
time to send a short thank-you note if they are doing the
review without payment. They will not forget this and will
be more likely to work with you in the future.


Support Staff


The support staff consists of a number of individuals such
as word processors, editors, copyright specialists, and
researchers who are essential to the timely function of the
project. Although the support staff will mainly be commu-
nicating with the development team, you should make it a
point to periodically check with the support staff to find
out if things are progressing smoothly and on time. You
will always be on a tight schedule and these individuals
can make or break you in meeting deadlines. Support staff
like clear, unambiguous instructions with enough time to
do the job well. Do not underestimate the importance of
establishing and maintaining good rapport with them.


Building Productive Teams
As an instructional project manager you have to be a man-
ager, a leader, and communicate well enough to get your
team members moving in the same direction, at the same
time. You have to guide them to want to accomplish the goals
and objectives you, the client, and management set forth.
This is not an easy task with a diverse group of talented indi-
viduals. What motivates teams is a complex issue.


Keeping your team relaxed and happy amid deadlines
and pressure is one way to make sure people are motivated
to produce a quality product. Team members develop a
much better understanding of team norms, roles, and goals
if discussions related to these factors are held early on and
throughout the project (Cobb, 2006). Most workers are
members of one or more work groups with whom they may
interact more frequently than with members of their imme-
diate family (Vroom, 1995). In addition to the usual project
planning and formal communications, you must develop
some interesting ways to boost morale and engagement and
keep everyone working well. Garstang (1994) surveyed
people who worked in teams about what they enjoyed most
when working on projects. Two of the categories he identi-
fied, personal qualities and morale, relate directly to making
the extra effort to build team cohesion. Under the personal
qualities category, he suggested a project manager should be
open to questions, provide clear feedback, show apprecia-
tion, allow team members space, and encourage them to
take care of themselves. Advice from the morale category
was to create traditions as a team, keep a sense of humor, get


together outside of work, create a variety of tasks, and
provide challenges.


In addition to developing and nurturing the working
relationship of a team, you as project manager must be
able to “account for the culture, personality, and habits of
the current team” (Berkun, 2008, p. 196). You must also be
adept at leading your team through its growing stages.
Your objective should be to get your team to the final
stages of the key factors listed above. This does not happen
quickly. There are distinct but often overlapping stages in
team development. Simply put, the stages are beginning,
middle, and closure. These stages are similar to the Hersey
and Blanchard (2001) four stages of situational leadership.
Your leadership style changes as your team becomes more
adept in their roles.


The Future of Instructional 
Project Management
One major area for the future of instructional project
management is managing at a distance. With phone, fax,
e-mail, instant messaging, and videoconferencing you can
select, direct, and manage a project and never meet your
team members in person. Team members will be chosen
for their knowledge and skills along with their computer
and electronic access. Managing at a distance can produce
a whole new set of challenges for you as a manager, but
it basically requires an extrapolation from in-person
communication to electronic communications.


Managing at a distance can be a challenge for even an
experienced project manager because the procedures and
lines of communication are different. Leadership skills
become e-mail-based, communication can be imper-
sonal, and development of effective teams takes place in
cyberspace. Specific effort must be expended to make
sure expectations are clear and all team members under-
stand how to handle all aspects of a project, including
conflict if it arises (Project Management Institute, 2004;
Wysocki, 2003).


Duarte and Snyder (2001) provide practical suggestions
for successfully managing virtual teams. It is important
that you keep in very close contact with all team members
even if they are highly competent individuals. Often
managers of virtual teams hire competent individuals and
think they do not need much guidance. There is a differ-
ence between guidance and interaction. You can interact
with team members without giving them guidance if they
are truly competent and self-directed. Don’t make the
mistake of leaving someone alone. You will still need to
coach and communicate with individual team members.
Your encouragement, feedback, and recognition can be an
integral part of building team confidence.
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Not everyone is skilled at or comfortable with giving
feedback (Wong, 2007). It takes practice and you must be
aware of your delivery and the receiver’s perception of
your message. Consistent, frequent feedback is critical.
Unsolicited feedback is important and can be very motiva-
tional. Motivational feedback is something that is impor-
tant and should be given often, along with feedback on
how the project is developing (Gardiner, 2005). Think of
feedback that is delivered at a distance as “walking”
around the office and talking to your team. You can drop in
via the computer just as you would in an office. Many
virtual project managers keep in touch with videoconfer-
encing or via less expensive means such as Skype.


Even more virtual than videoconferencing is the whole
realm of Second Life. Major corporations (IBM, CISCO) are
holding large-scale meetings, training sessions, and project
updates via this sophisticated medium with excellent results.
The bottom line is that communication can be frequent, in
real time, and save a considerable amount of money. The
days of traveling to a site to meet with employees or team
members are becoming a thing of the past.


Building trust and keeping virtual team members
informed is even more critical than when working with a
site-based team. Communicating with e-mail and instant
messaging is efficient and fast but lacks the human interac-
tion of site-based teams. Electronic messages also lack
specific context in that they may be interpreted various ways
(Mersino, 2007). For example, what may appear to be a joke
can be taken as sarcasm by the receiver. You must be careful
not to sound terse in messages. It is easy to send a quick one-
or two-sentence response to a question without adding any
other feeling or information. Try to avoid this.


Planning every minute detail and controlling all processes
can stifle a virtual team. This sounds counterintuitive to the
project manager who likes to have everything organized and
systematic. Keep in mind that you may have team members
from different regions, cultures, and backgrounds. What
works in Atlanta may not work in New York, Paris, or Tokyo.
A virtual team is a fluid, dynamic entity that may have to
change in response to customer needs. It’s best to have a stan-
dard procedure with room for flexibility.


Just as with site-based teams, building group cohesion is
an important component. Develop a team home page with


photos and vitas. This will give everyone an idea about other
members, who they are, and put a face with a name. This
does not have to be elaborate, just informational and infor-
mal. There are many techniques you can use to develop the
sense of community and team spirit of a virtual team.


Regardless of new media and managing virtual teams,
instructional project management will always need the per-
ception, sensitivity, and problem-solving skills required for
a site-based project manager. If you can do these things
effectively in person then you are well on your way to
adapting them to managing at a distance.


Conclusion
Instructional project management is a complex human en-
deavor requiring psychology, management, science, and
counseling. It is impossible to say, “In this situation, do
this.” Management does not work this way because people
are individuals and often unpredictable. This goes for team
members as well as clients and management. At times you
need to be a leader and at others a manager. You should
be able to identify, diagnose, and solve problems with
people and production in a manner that is sensitive and fair
while being firm and directive.


Virtual leadership and management are becoming
much more commonplace today. The skills you use on-site
must be honed and adjusted to account for diversity and
differences in culture and perspective. Globalization is
adding to the widespread occurrence of teams with many
talented individuals who are used to differences in leader-
ship and direction. Electronic communication for virtual
teams is efficient but may not always be effective unless
you pay close attention to wording and meanings.


How do you learn project management skills? Read,
watch, talk, listen, and practice. Each instructional project
is unique with different objectives, teams, and clients.
Regardless of the differences, successful project managers
should always lead by example while providing direction
and motivation to their teams. It is the mastery of interper-
sonal skills that enables instructional project managers to
understand their teams and guide them to produce the best
products.


Summary of Key Principles


1. Leadership and management are different and
require different skills. Leaders motivate people
through innovation, visions, trust, and influence.
Managers execute the plan, keep goals in sight, and
focus on production and deadlines.


2. The most important skills in project management
are your interpersonal skills that direct and motivate
a team. The abilities to create schedules, budgets, define
objectives, and conduct evaluations are important, but
the interpersonal skills to lead a team are foremost.
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3. Effective communication with a diverse
workforce requires careful consideration and
practice. Workers today are more diverse than in the
past. Your team may be from different countries and
cultures. You must be well-versed in how to get your
message across in the most effective, least offensive
way. Sometime brevity is not effective.


4. Managing creative individuals presents some
interesting challenges. If you approach
management of creative people the same way you
approach traditional management, you may find


resistance and misunderstanding. They can take their
jobs more seriously than others because their egos
are in each idea and presentation.


5. Virtual project management requires more
specific skills. Communication, direction,
interaction, and motivation become more important
when administered through electronic means. Culture
and diversity must be considered and accounted for
in all phases of the project.


Application Questions


1. A $1 million project to develop an eight-course CBT
program for city employees has been limping along
for six months and has had two project managers.
The project is behind schedule and the client is
complaining. Nothing has been produced. The
project team is floundering, individuals are not
getting along, and there is little direction. You have
been hired as the third project manager. How will
you approach this situation? What will you do in
terms of the leadership skills you exhibit? What
aspects of leadership will you focus on first, second?
How will you bring this team together?


2. You have been hired as a project manager and you
have assembled a team of ten people to design and
create a five-day orientation program for nurses
hired at a hospital. Four people are in town, three
are one state away, and three are across the country.
Some you will be able to meet with, some not. You
have medical SMEs, nurses, instructional designers,
a writer, and a graphic artist. How will you convey
project objectives and enthusiasm? How will you
monitor people and products? How will you give
feedback? Finally, how will you celebrate the end
of a successful project?
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Chapter 13
Managing Scarce Resources in Training Organizations


Economic change shapes how organizations operate.Corporate leadership is compelled to adjust budgets,
tweak growth plans and modify cost levels continuously if
their corporation is to survive or, better yet, thrive in an
ever-changing market. While no one can predict precisely
how economic conditions (and the resulting executive
decisions) will affect training or education departments,
instructional designers need to understand the key eco-
nomic drivers, especially in the context of the work they
do, if they wish to position themselves for career success.


The global economy has experienced several dramatic
swings over the past several decades; many training
departments have experienced equally dramatic swings in
the demand for their services, culminating in cycles of
hiring, firing and, more recently, outsourcing. In lean
times, as the demand for work decreases, leadership may
feel compelled to reduce staff. Conversely, in flush times,
the inclination may be to hire more people. What is the
right decision? What is best for the training department in
the short term? What is best in the longer term?


Effective managers make decisions based on a thorough
understanding of the concepts associated with resource
scarcity. Resource scarcity is a reality within all training
organizations, both large and small. The purpose of this
chapter is to explain resource scarcity and to offer guidelines
to effectively manage this commonplace situation in train-
ing organizations. We’ll review the key concepts that a
training manager needs to understand to operate effectively,


“There can be no economy where there is no efficiency.”
—Benjamin Disraeli, 1st Earl of Beaconsfield


James J. Goldsmith
Accenture


Richard D. Busby
Illinois Mathematics and Science Academy


starting with a definition of the term “resource.” Other key
concepts, such as “supply and demand” and the “economic
cycle,” will also be explained and their impact examined in
context of resource scarcity.


Defining “Resources”
From a training development perspective, whether in the
context of business, academia or elsewhere, there are three
broad categories of resources:


1. People (those who plan, develop and/or deliver training)
2. Time (the period needed to complete a training project)
3. Money (capital available to invest in training)


Obviously, it is not possible to have unlimited people,
time, or money resources to complete a training project, so
thought needs to be given on how to invest resources
effectively. This decision requires consideration of the
trade-offs between project outcomes and limited resources.
In fact, the interaction between outcomes and resources has
two facets:


1. Outcomes determine the resource requirements.
2. Resource constraints shape the project outcomes.


In the first instance, the length, depth, breadth, complex-
ity, and overall quality requirements of the project (a.k.a., its
“scope”) are defined up-front. Then, the appropriate number
of people, time, and money are allocated to meet these
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TABLE 13.1 Changes driven by decreases in people, time, or money


If there is/are less . . .


People Time Money


Then . . .
You need more Time or
You can decrease the 
project scope and/or quality


Then . . .
You need more People or
You can decrease the project
scope and/or quality


Then . . .
You can decrease the project scope and/or quality by reducing
the number of People or decreasing the Time


requirements. For example, a global workshop with both
multiple content areas and a complex learning environment
will require many resources to develop. Each unique content
area will require significant commitments of instructional
designers, content experts, and executive resources.


In this example, the number of resources allocated
depends on the content areas required. In other words,
project requirements drive how resources are assigned. All
other things being equal, this may seem to be a quite
rational way to plan a project. However, projects are often
constrained by resources.


This brings us to a second consideration for resource
planning; specifically, how scarce resources shape the proj-
ect scope. Suppose the CEO of the company in our previous
example gets a major new client account. Unexpectedly,
50 percent of the content experts and sponsors are removed
from the training project to work on the new account, but the
mandate to deliver training remains. To address this need,
one option is to reduce the scope of the course, based on the
remaining resources available to the team. In this case, re-
source scarcity places limits on the scope of the final train-
ing outcome.


The interplay between people, time, and money can be-
come quite complex, especially given the possible trade-offs
among project outcomes and scarce resources. For example,
increased money resources enable investment of more peo-
ple and time to the project. Conversely, a reduction of
money implies less people and/or time can be allocated to
the project. Table 13.1 illustrates some of the scenarios that
can result when there is a reduction in a key resource.


Of course, if there are unlimited resources, these
relationships could change significantly. However, in a
corporate training environment, the supply of resources
is typically limited or “scarce” and must be considered
carefully because it is likely to behave as illustrated in
Table 13.1. Let’s examine this concept further.


Defining “Scarcity”
Broadly speaking, scarcity occurs when demand exceeds, or
has the potential to exceed, supply. This occurs when there


is a finite amount of people, time and/or money available to
meet an objective. An argument can be made that scarcity is
the normal state of things so, rather than holding an abun-
dance mentality, the experienced manager will assume that
resources will be limited, at best.


With this assumption, the goal of the efficient business
manager or academic administrator is to occupy the narrow
line in which just the right amount of resources is applied
to meet a need. That this is a challenge is an understate-
ment. Both the need (“demand”) and the ability to meet the
need (“supply”) are likely to fluctuate, sometimes wildly,
and both can be difficult to anticipate accurately.


Given the challenges that it poses, scarcity is often viewed
as a bad thing. But this is not necessarily true. Let’s explore
supply and demand a little further to understand why.


Supply and Demand
Supply and demand are two broad measures used to de-
scribe an economic condition. Simply stated, “supply”
refers to available and accessible resources; “demand”
refers to the requirements to be met. In a corporate training
environment, the supply of resources typically includes the
development budget, a team of training developers, time,
materials, and tools. Demand is represented by the re-
quirements for the training program. Typically, demand
measures include the volume of people to be trained, time
available, required performance outcomes, and so on.


The relationship of supply to demand is a convenient ref-
erence point to cite when describing conditions both within
and across economic contexts. To this end, let’s explore the
impact of supply and demand in the context of training. We
will examine three conditions that are depicted in Figure 13.1:


• Point A: Demand exceeds supply (called “scarcity”)
• Point B: Supply exceeds demand (called “inefficiency”)
• Point C: Supply equals demand (called “equilibrium”)


“Classic” Scarcity


The condition in which demand exceeds supply (point A) is
one of “classic” scarcity. In a corporate environment, this
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Key:
Point A: "Demand > Supply"
Scarcity implies over utilized
or inadequate resources


Point B: "Supply > Demand"
Overabundance implies
underutilized resources


Point C: "Supply = Demand"
implies optimization for given
conditions
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FIGURE 13.1 Supply and Demand.


would be a situation where training resources are inadequate
to meet the task at hand. For example, there is a high level
of demand for an end-to-end “Corporate Accounting” train-
ing program for a new line of business services. However,
none of the company offices are willing to release seasoned
accountants from daily duties to develop the courseware or
deliver the training. In this case, the level of faculty (supply)
is lower than training delivery requirements (demand). In
the end, if demand exceeds supply, some requirements of
demand simply cannot be satisfied. Organizational perfor-
mance suffers as a result.


Inefficiency


A situation when supply is out of synch with demand
(point B) may be appropriately labeled “inefficiency”
(sometimes referred to as “overabundance”). Resources
are costly; therefore, this condition will not be sustained in
a business setting. Inefficiency is typically caused when:


1. Demand drops below existing levels of supply, or
2. Supply increases above the level demanded


Here is an example of inefficiency related to training.
A technology consulting company agrees to pre-pay a five-
year training contract with network software NetSmart. The
contract enables the consulting company to quickly hire and
train a significant number of technologists to write pro-
grams using the unique network software from NetSmart.
One year into the contract, the consulting company has a
large number of skilled consultants and is selling cus-
tomized network software based on the programs from
NetSmart. The demand for NetSmart programming skills
has grown beyond expectations. A year later (now two years
into the contract), a new company—Budget Network,


Inc.—introduces a cheaper, more secure network manage-
ment program. This causes a dramatic decrease in demand
for NetSmart programming skills (see 1 above). The
consulting company’s supply of marketable programming
skills is now out of synch with demand for these skills.
Furthermore, the training budget is strained, due to the five-
year commitment of funds as stated in the contract with
NetSmart. The consulting board of directors is quite con-
cerned, since the company finds itself with a large supply
of consultants with skills for which there is little demand
(see 2 above). The CEO calls the training department to ask
how much it will cost to retrain the consultants to use
Budget Network, Inc., software. The corporate training
director, anticipating the question, responded with an esti-
mate, while shocking, included a recommendation to use a
virtual training approach to lower overall training cost.


While the previous example relates to demand as it
impacts the supply of a trained workforce, we will now
take a look at another example of inefficiency. This time
we will examine the impact of inefficiency within the
training department itself. A global company with an
extensive global training organization enters a prolonged
decrease in business. The economic slowdown causes
management to cut expenses to maintain profitability. As a
result, budgets for new training development are slashed;
additionally, the training schedule is reduced dramatically.
This leaves the training team underutilized.


In the case above, the level of staffing in the training
department (supply) is too high for both the amount of new
training to be developed and the number of training
sessions to be conducted (demand). The typical business
response is to reduce the training budget by a percentage
dictated by the senior executive team. This percentage will
likely be based on overall profitability targets rather than a
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thorough analysis of minimal training requirements. The
bottom line is that conditions of inefficiency will not
be tolerated in a corporate environment so, as a training
manager, it is important that you try to avoid inefficiencies
in training resources. Your understanding of scarcity will
help you avoid such problems.


Equilibrium


The condition in which supply equals demand is called
“equilibrium” (point C); the condition in which supply
levels are not significantly above or below demand is “near
equilibrium.” Equilibrium is the ideal for which businesses
strive. Near equilibrium is a more realistic goal. In a
corporate training environment, equilibrium occurs when
the allocated resources enable the development and
deployment of required courses.


For example, a training manager is given $500,000 to de-
velop and deploy a corporate accounting curriculum to four
hundred employees in one year. Based on past experience
with the development team and the training content, the
manager estimates that $200,000 is required to develop six-
teen hours of the targeted courseware. This leaves $300,000
to pay for the support and travel required to enable qualified
faculty (selected accountants) to deliver the training over a
scheduled period of six months. After verifying the esti-
mates, the manager is confident that the resources are suffi-
cient to enable project success. The bottom line is that
management decisions favor the condition in which the al-
located supply of resources equals the demand for said re-
sources. So, as a training manager, you should be trying to
move your organization toward a state of equilibrium. If a
state of resource abundance exists, it is the manager’s re-
sponsibility to ensure that all excess resources are allocated
quickly and efficiently to avoid a state of disequilibrium.


At this point you may be thinking: “So to be successful
I just need to make sure I follow the continuum, ensuring
resource supply equals demand, and I will be fine, right?”
Not really, because you also have to take into account the
influence of the broader “economic cycle.”


Explaining the “Economic Cycle”
The economic cycle is a conceptual model for assessing
the state of the business environment. Understanding the
economic cycle will enable a manager to make informed
judgments about short- and longer-term consequences of
supply and demand decisions. For the purposes of this
discussion, the economic cycle refers to significant ad-
vances and declines in economic activity. Positions on the
economic cycle are based on an aggregate measure of
many economic indicators. As shown in Figure 13.2,
when these broad measures are plotted on a timeline, the
resulting graph clearly shows the cyclical nature of the
economy. So why is the economic cycle relevant to train-
ing professionals? A more detailed analysis of the cycle
will reveal the reasons.


Economic Cycle Stages


A training manager needs to observe and react appropri-
ately to the cyclical nature of the economy. This ability
requires an understanding of four significant stages of the
economic cycle:


• Growth
• Peak
• Decline
• Trough


Growth Decline


Trough


Peak


FIGURE 13.2 The Economic Cycle.
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Definite upward trend lines indicate a “growth” in the
economic cycle. This stage is typically characterized by in-
creases in market activity. During this stage, entrepreneurs
often react by starting new businesses, and companies often
invest in greater levels of supply to meet anticipated high
levels of demand. Consumers may benefit as well by
having more product choices, as new entrants introduce
alternative products into the market.


However, growth is not unlimited. As the economic cycle
matures, the curve becomes increasingly horizontal until it
finally reaches its highest point (the “peak”). At this point,
there is still a high level of work. From a training develop-
ment perspective, there is also increased competition for that
work since the economy is no longer expanding. It is also a
period of risk, as aggressive business investments made
during the heady growth stage may not yield the benefits
imagined. For example, in a nontraining business, invento-
ries may start to accumulate on warehouse shelves. In a
corporate training environment, the training staff may find a
decreasing number of new project opportunities as the level
of work flattens.


After the peak stage, the economic cycle begins to
“decline” as demand decreases significantly. At this point
the impacts to business become obvious. For example,
orders for products drop significantly, causing warehouse
storage costs to rise; consequently, these costs cut sharply
into company profit margins. For training businesses,
staffing levels are often dramatically reduced to meet ever
shrinking budget targets issued by the executive team. The
decline stage of the cycle causes many businesses to merge
or cease to exist. On a positive note, the pressures of a
declining market force surviving companies to become
extremely efficient, minimizing operating costs.


The “trough” stage occurs after the decline levels off and
begins to “hit bottom.” This is a stage typified by high levels
of unemployment, coupled with lower than average levels of
demand. By this stage of the cycle, excess company invento-
ries may have either been sold at a loss or exhausted, with
little or no new orders for replenishment. Some ways that the
training department can be impacted during the trough stage
include (1) the department operates with minimal staff,
(2) core staff is replaced or supplemented by contractors,
(3) the work is outsourced wholly or in part, and (4) the de-
partment goes out of business.


Ultimately, the level of impact of any stage depends on
both the extent of change and how much time elapses. Two
measures are helpful to determine the impact of a given
economic cycle:


• Magnitude
• Duration


“Magnitude” refers to the height and depth of the cycle.
The difference between the starting point of the growth


stage and its peak is the magnitude of the cycle. For exam-
ple, a training department starts the growth stage with ten
personnel and an average of five new training projects each
quarter. Business increases to a peak stage where forty new
training projects are required each quarter. As a result, the
training department staffing model changes to accommo-
date the new demand levels. In some cases additional per-
sonnel may be hired. This is one example of how a training
manager might make adjustments based on the magnitude
of demand. Alternatively, a decision to outsource the work
may be the most prudent course of action. Each situation
needs to be examined on a case-by-case basis with the en-
suing management decision tailored accordingly.


“Duration” is the length of time a cycle lasts, from its
beginning to its end. Short duration cycles are by their
very nature volatile. As a result, when there is a precipi-
tous downswing there is little that the training manager
can do to minimize the inherent negative impact of this
condition. There is not enough time to make the necessary
adjustments to budget, staffing levels, and so forth.
Conversely, in an equally precipitous upswing, it may be
difficult to take advantage of the opportunities this condi-
tion offers. There is not enough time to quickly increase
budget and head-count levels to do whatever is necessary
to deliver more training products. So, it is difficult to
make effective management decisions when duration is
short and significant, regardless of whether there is an
upswing or downswing.


Longer cycles, on the other hand, are easier to manage.
This is because the manager has more time to understand
the impact of the cycle and, subsequently, make prudent
management decisions to adjust to the environment. For
example, in a gradual upswing, a manager might hire a
contractor or even a permanent employee based on a
prediction of long-term growth in an expanding market.
Another option is to outsource the work either entirely or
in part. Managers can make these decisions with greater
confidence because the time frames are more generous and
the conditions require fewer adjustments.


However, there are exceptions to these assumptions
about short- and long-term duration. A savvy manager
needs to know about these exceptions. For example, with
more monetary resources a manager may choose to endure
a difficult short-term trend with no adjustments to resources.
But this is not necessarily a good decision, because it re-
quires use of monetary resources that could have been
applied to invest in future projects. It may be more prudent
to reduce training operations or outsource development
efforts in the current period to preserve scarce training
department resources for the future.


At this point, we have explored the impact of the broad
economic cycle in each of its stages on resource supply
and demand. Do these concepts provide enough bases to
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make training management decisions? Not quite, because
there are still some other variables to consider.


Characteristics of the Economic Cycle


The economic cycle is dynamic. In fact, the economic
cycle can be:


• Unstable
• Difficult to predict
• Not smooth


The economic cycle is unstable in that no stage is fixed.
Change may happen at any point or time in the cycle.
Unforeseen changes in the broader environment will
stimulate fluctuations or dramatic changes in the economic
cycle. The impact of the terrorist attacks on September 11,
2001, is an example.


The cycle is difficult to predict. If it were easy, more
companies (and individuals) would find easy success and
wealth. Given this, successful businesses are those with the
capability to adjust and operate flexibly throughout the cycle.


The cycle is not smooth. Economic trend lines often
appear smooth, as if the rate of growth and decline were
constant. This is the effect of charting a moving average.
In fact, a more accurate chart would show actual daily
fluctuations in leading economic indicators. Though the
stock market is only a component of the larger economic
cycle, the jagged movement of the Dow Jones Industrial
Average provides a useful illustration of variability.


Managers need to have an awareness of each stage as well
as the variable nature of the economic cycle. These concepts
are relevant to training managers due to their tremendous
impact on the people, money, and time resources previously
discussed.


So, given this overview of the economic cycle, what
are some of the implications for a corporate training
department?


Implications of the Economic Cycle


Lag. The business manager or academic administrator
who can correctly anticipate and exactly match the eco-
nomic cycle with what is happening in his or her own de-
partment is either extremely gifted or very lucky, or has
signed a pact with the devil. For the rest of us, no matter
how hard we try, we always seem to be somewhat behind
what is happening in the economy in general. Our goal is
to be proactive and to anticipate change but, too often, the
best we can do is to react. The disconnect between what is
happening in the economy in general and our own business
and training departments is know as “lag.” Though lag
seems inevitable, it can and should be managed. How well
it is managed determines whether lag has “good” or “bad”
implications. Here are some examples of both.


Good Lag. “Good lag” occurs when a training de-
partment operational model adjusts appropriately to the
economic cycle with minimal delay. Quickly adapting
to the cycle will help departments minimize risk. Good
lag occurs when a training department’s resource level
is adjusted to each stage of the economic cycle. So, as
the general economy peaks, so do the resource levels of
the training department. Conversely, when the economy
reaches trough, the training department will reduce
resource levels accordingly. Moving in parallel with
the economic cycle helps minimize the impact of
changes caused by the cycle. For example, if a training
department of thirty people is asked to increase produc-
tion of e-learning assets by 33 percent over the next
six months, they will need to adjust their staffing model
or consider outsourcing the development effort. In this
situation, the training manager must ask several impor-
tant questions:


• Should we hire?
• Should we outsource?
• Should we contract?
• Will the resources be part time or full time?
• How many?
• What skills?
• For how long?
• What resources can I afford? And so on.


If a company experiences a decline, then its resources
should be adjusted to meet the new requirements. How-
ever, though it may seem counterintuitive, these changes
do not necessarily mean either the hiring or firing of core
personnel. In fact, personnel churn (characterized by
rapid, frequent increases and decreases in the number of
people in a department) is a sign that the manager or ad-
ministrator does not understand the implications of the
supply/demand line when placed in the context of the
economic cycle and is likely to be making poor management
decisions.


As an example, a well-run training department will
have the capability to monitor and forecast demand levels
in order to adjust the supply of resources as appropriate.
Additionally, the department’s limited resources would be
allocated to the highest value projects.


An awareness of lag may also have positive results.
For example, a training manager may intentionally lag
behind an emerging market trend. In some cases, the
time lag can be an opportunity to see what does and
does not work. Early entrants into any new market incur
the most risk as novel ideas are tested by consumers.
Managers may choose to lag behind the early entrants to
reduce risk. In this way, managers may enter the fray
better positioned with lessons learned from observing
others.
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Bad Lag. “Bad lag” occurs when there is a disconnect
between what is happening in the training department
specifically versus what is happening in the economy in
general. In an extreme case, the department’s resource lev-
els peak just as the general economy moves to trough; con-
versely, its trough occurs when the economy peaks. This is
something like having a clothing store that sells nothing
but winter coats in June. There may be a few buyers for
these coats but most will be looking for other products.
Moving out of step (and, worst case, in the opposite direc-
tion) with the economic cycle will increase the impact of
changes caused by the cycle. It represents inefficiency and
lost opportunity.


The Economic Cycle’s 
Impact on Resources


The periodic and inevitable rising and falling of the eco-
nomic cycle can have a significant impact on resources.
This is because resource requirements are not fixed over
time, but are dynamic. For example, when the economic
cycle rises, there is typically a greater demand for staff
(people) creating an environment of “scare resources”
in which the existing staff is overutilized. In this situa-
tion, overtime becomes the norm; people are given
assignments outside of their area of expertise; and the
workforce soon become tired, frustrated, and inefficient.
(Of course, this situation can be addressed proactively
by outsourcing the development effort.) Conversely,
when the economic cycle falls, there is a reduced
demand for staff creating a situation of underutilized
resources. This leads to restructuring, consolidations
and staff reductions which can have a devastating long-
term impact on the corporate culture. In both cases, the
end result is something to avoid. Cyclical growth and
decline must be monitored carefully and appropriate
adjustments made to minimize negative impact.


Table 13.2 illustrates the interplay of the three vari-
ables when resources determine project requirements. In
particular, notice the inverse relationship of time and
money. The impact of these variables as the cycle pro-
gresses should be of interest to all conscientious managers
and administrators.


Conclusion
We have talked about economic and management con-
cepts related to scarce resources. Before we summarize
the concepts introduced in this chapter, let’s examine an
example of a training department management decision.
Consider this exchange between Kirk Scofield, a man-
ager in a corporate training department and Josephine
(“Jo”) Bouvier, his boss. Demand for their product has
never been higher and Kirk is concerned that they don’t
have enough people to get the work done. Kirk is press-
ing Jo to hire several more full-time developers and is
surprised that she is reluctant to do so. Jo explains, “The
reason I do not want to hire anyone now is because
I may have to fire them later. I agree that, right now,
we have too few people to manage the current work
load, but I can deal with that by either outsourcing the
work or getting help from contractors. What I’m
worried about is when the pipeline dries up and we
don’t have enough to do.”


Kirk responds. “That makes sense. Training is just like
any other business. A good manager will monitor supply
and demand and make adjustments, recognizing the
constraints present in the current environment.”


In the example, Jo’s decisions are based on two signif-
icant concepts:


• Supply and demand: Two broad measures used to
describe an economic condition which can be either
optimal or suboptimal, depending on prevailing eco-
nomic conditions. These measures can be plotted to
reflect current conditions and then extrapolated to
predict future conditions, enabling the training man-
ager to make appropriate adjustments.


• The economic cycle: A conceptual model for assess-
ing the state of the business environment. This model
enables training managers to understand the cycle and
its many characteristics, including stages (growth,
peak, decline, trough), measures (magnitude, dura-
tion, variation), and attributes (good and bad lag), as
well as its current status. This enables the manager to
make the adjustments necessary to run an efficient
training department.


TABLE 13.2 Economic cycle impact on resources


Growth Peak Fall Trough


People Increased need for
staffing


Staffing requirements
at maximum


Decreased need for
staffing


Staffing requirements
at minimum


Time Less time available Available time at minimum More time available Available time at maximum
Money More money available Available money at maximum Less money available Available money at minimum
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The implications of the discussion between Jo and Kirk
are noteworthy:


• Resource decisions need to take into account both
present and future conditions to ensure the training
organization runs efficiently. Basing decisions just on
what is happening now is risky. As Jo pointed out,
additional hiring, though ostensibly warranted by the
department’s current demand, could be a mistake,
resulting in displacing staff and incurring other risks
to the training department.


• Managers are required to take calculated risks to in-
vest limited resources. Because the future is unknown,
managers apply frameworks and principles to help
them mitigate risks and make efficient resource in-
vestment decisions. Monitoring and actively manag-
ing to the requirements of supply and demand and the


economic cycle enable managers to reduce risks and
position the training department to operate efficiently.


• All trainers will face constraints and limitations. In
fact, some level of resource scarcity is the norm
rather than the exception. However, scarce resources
are not necessarily a bad thing. The manager needs to
embrace that scarcity is reality. Understanding
scarcity can even be a competitive advantage when
managed well.


In conclusion, the effective training manager will view
scarcity not with trepidation, but with an informed
perspective that empowers good decisions. Our hope is
that you will consider the concepts discussed herein when
you are asked to make your own resource decisions and
that application of these concepts will prove useful to you
in the demanding arena of training development.


Summary of Key Principles


Managing scarce resources in a training department can
seem daunting, but a training manager has many strategies
he or she can employ in order to address this issue. Some
of the key strategies are summarized below.


1. Adopt a global-to-local approach: Increase
awareness of broad economy/business conditions
that impact the business of training.


2. Have a bias toward scarcity rather than
abundance: If you can postpone or avoid adding
resources in uncertain times, you will be better
positioned to avoid staffing entanglements, budget
shortfalls, and other problems. However, this has to
be weighed carefully against the impact to current
resources and/or the ability to meet business
obligations.


3. Select resources carefully: Since training resources
are precious, do the research and choose them
wisely. Hiring and retaining the right people


resources is the most important resource decision a
training manager can make. A strong core team will
be more capable of adapting to, even flourishing, in
the inevitable difficult times.


4. Treat resource scarcity as a strategic issue:
Training resources are often thought of in tactical
terms (e.g., books, computers, whiteboard, etc).
Instead, consider resource management as a strategic
initiative that can enable you to have an advantage
over your competitors. Simply put, your organization
will operate more efficiently than a competitor who
does not consider scarcity when making training
management decisions.


5. Consider interactions between resources:
Managers have many options to adjust the people,
time, and money resources to meet the requirements
of demand. Explore all options before making a
hiring decision.


Application Questions


1. In a general economic downturn, requests for
training development at a large corporation have
decreased by 30 percent. Ironically, just two years
earlier, requests for new development had increased
by the same amount: 30 percent. Two years ago,
eight experienced training developers were hired,
bringing the total number of training professionals in
that group to twenty-five. Given the current demand,


the department’s manager determined that she will
have to release at least seven people to meet
mandated corporate budget guidelines. At this
corporation, the approach to downsizing historically
has been to release staff with the least seniority. To
provide some needed contingency in her budget,
the manager has decided to release all eight of the
people she hired two years ago and is making this
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recommendation to her boss—the HR Lead. After
reviewing this situation, the HR Lead is sympathetic
with how difficult this situation is for the manager,
but is also concerned with how she got to this point
and what she can do to avoid this in the future.


The Lead has several questions for the manager,
including:
• Is eight the right number of people to let go?
• Are the people you’ve identified the right people to


let go?
• What will be the impact to the remaining team


members if you make this change?
• What happens if demand for your services decreases


further?
• What happens if the demand picks up?
• Do you think you had the right staffing level two


years ago?
• Long term, how many full-time employees should


you have on your team?
• In general, is there a way for you to absorb changes


in the marketplace with less impact to your team?


How would you answer these questions?


2. A large corporation is about to acquire a smaller
corporation. Historically, the large corporation has
placed great importance on training, identifying it as
a key strategic advantage. The large corporation has
a substantial staff of award-winning learning
professionals who take pride in their leadership
position in the industry and the impressive amount
of new training and capability assets they produce
each year. For the smaller corporation, training has
been done sporadically, viewed by its current
leadership as helpful but not essential to the core
services the corporation provides. As such, the


smaller corporation’s training department has only
a handful of people.


After the acquisition, the parent company will
increase in size by 25 percent. As part of the merger
plan, the training director for the parent company has
been asked by the CEO to merge the two training
departments and make recommendations for any
changes. The CEO envisions using training as a
critical part of the overall change management
process, which he hopes will quickly create a
common culture for the new organization and get all
employees focused on shared goals. In addition, he
wants to tap into the content knowledge of the
acquired company and quickly turn their expertise
into corporate assets. After reviewing the combined
roster of the current and acquired training
professionals, the training director has decided to
keep staffing in his department at the current level
of the combined teams. As the company has grown
by several thousand people and has several
ambitious goals for which training is closely aligned,
the CEO is surprised by this conclusion. He has
several questions for the Director, including:
• Demand for your services will increase significantly,


certainly after the merger but also before. How will
you handle this increase?


• Will you continue to support all of the initiatives
currently on your plate?


• What skills are represented on your new team? Is
this the right mix?


• What roles will the people from the acquired team
play?


How would you answer these questions? What are your
assumptions?
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Human performance improvement (HPI), what awonderful sounding term! Is there anyone who does
not wish to “improve” in some way? Is this also not the
mission of so many personal and organizational develop-
ment programs? What is special and unique about HPI?
Where did it come from? How did it grow into the
embodiment of a professional field that is currently
making assertive noises throughout the world? How,
through its origins and evolution, does it affect individu-
als and organizations seeking to achieve workplace
success in our ever-increasingly complex world? Finally,
is HPI just another fad in the long list of miracle cures
we have all seen roar into our busy work environments,
disrupt our routines, offer incredible promises, only to
fade away like broken dreams into the mists of organiza-
tional forgetfulness? Or is this a concept that is here to
stay? These are questions this chapter addresses.


Defining Human Performance
Improvement
There is power in words, but only when their meanings are
made manifestly clear. What follows, then, is a definition
of the term HPI from three perspectives: vision, concept,
and end. Subsequently, we define the term by examining
each of the words that constitute it.


HPI: Vision, Concept, and Desired End


The vision of HPI is relatively simple: achieve, through
people, increasingly successful accomplishments that are
valued by all organizational stakeholders (Kaufman, 2006).


Conceptually, HPI is a movement with a straightforward
mission, one that is closely tied to the vision described
above, namely to achieve, through people, increasingly
successful accomplishments, directly tied to organiza-
tional goals, that are valued by all stakeholders, includ-
ing those who perform, their managers, their peers, the
organization as a whole, shareholders, customers, regu-
latory agencies and even society itself. Systematic
means—from analysis of performance gaps, design and
development of appropriate, economical, feasible, and
organizationally acceptable interventions through to
implementation and long-term monitoring and mainte-
nance of these interventions—are employed to achieve
an organization’s goals cost effectively and efficiently.
Unlike other movements with similar missions, HPI
draws from a unique parent field, HPT, which contains a
formidable array of processes, tools, and resources; a
scientific base; and a history of precedents that docu-
ment attainment of valued results.


With respect to its “end,” valued accomplishment, HPI
provides an operational definition. Gilbert (2007) has written
extensively about what he has termed “worthy” performance


135


Chapter 14
The Development and Evolution 
of Human Performance Improvement


Harold D. Stolovitch
HSA Learning & Performance Solutions


Bonnie Beresford
Capital Analytics


SECTION IV Performance Improvement








(Pw), the ratio of valued accomplishment (Av) to costly
behavior (Bc):


In the HPI universe, the desired end is performance
whose cost is considerably lower than the value of the
result. In recent years, cost and value issues have markedly
moved to the forefront with increasingly solid means for
calculating these (Bassie & McMurrer, 2007; Echols,
2008; Hubbard, 2007).


HPI: What Does Each Word Mean?


Another way of examining the meaning of the term human
performance improvement is to define each of three words
that constitute the term. Let’s do so.


Human. HPI is a professional field of endeavor cen-
tered on the efforts and results of people operating in work
settings, although there are increasing examples of the
principles of HPI being applied to educational and socie-
tal situations (e.g., Harless, 1998, Kaufman, 1995).


Performance. This word creates difficulties from two
perspectives. Some people, when they first encounter it,
think of performance in the theatrical sense. It therefore
trails connotations of the stage rather than of being
substantive (Stolovitch & Keeps, 1999, p. 4). Neverthe-
less, performance is an appropriate term as it also denotes
a quantified result or the accomplishment, execution of
something ordered or undertaken, including the accom-
plishment of work. Nickols (1977, p. 14) defines perfor-
mance as “the outcomes of behavior. Behavior is
individual activity whereas the outcomes of behavior are
the ways in which the behaving individual’s environment
is somehow different as a result of his or her behavior.”
Outcomes, accomplishments valued by the system or
achievements—these are the focus of HPI (Stolovitch &
Keeps, 1999, p. 4). The second difficulty with performance
is that it is an almost uniquely English term. Many
languages do not posses an exact, equivalent word for it. In
applying various similar words or paraphrases to convey
its precise meaning, something often gets lost in the trans-
lation. Despite this annoyance, its operational sense, as
Gilbert (2007) has suggested, remains clear. Performance
is the valued accomplishment derived from costly behav-
ior. Lowering the behavioral (activity) cost and markedly
increasing the valued result or benefit is what HPI is about
(Corrado, Hulten, & Sichel, 2004).


Improvement. The meaning of this word is almost
self-evident. It refers to making things better. In the


Pw �
Av
Bc


work environment, improvement is operationally de-
fined in many ways: increased revenues and/or market
share; greater speed to market; decreased wastage
and/or costs; more successful conformance to regula-
tory requirements; better safety and health data, to name
only some of the more common ones (Robinson &
Robinson, 2008).


Taken together, these three words have created a major
business movement—one that endeavors to bring about
changes in such a way that organizations are improved in
terms of the achievements they and all stakeholders value.


HPI: Why Has Its Time Come Now?
A significant confluence of ideas and events has recently
occurred to favor the growth of HPI. Among these are the
renewed interest in human capital, the emergence of the
field of human capital analytics (Bassie & McMurrer,
2007; Davenport & Harris, 2007), the recognition of the
importance of systemic thinking, the dramatic surge in
organizational complexity, and the focus on performance.


Human Capital


Nobel laureates Theodore Schultz (1981) and Thomas
Becker (1993) established the importance of human capital
at macroeconomic levels. They demonstrated with con-
vincing data that as the knowledge and performance capa-
bilities of populations improve so, too, do the economic
successes of countries and their peoples. More recently,
Corrado, Hulten, and Sichel (2004) provided similar find-
ings focusing exclusively on the United States. One need
only examine singularly successful smaller nations with
limited natural resources and landmasses, such as Japan,
Israel, and the Netherlands, to confirm the validity of this
thesis. Their vast and varied accomplishments attest to the
enormous power of leveraging human capital.


The power of human capital has also been demonstrated
at the organizational level (Crawford, 1991; Davenport,
1999; Edvinsson & Malone, 1997; Fitz-enz, 2009; Halal,
1998; Pfeffer, 1998; Stewart, 1997). Lickert and Pyle
(1971), Stewart (1994), and Bradley (1996) have empiri-
cally shown that human capital yields higher rates of return
than physical capital in corporate settings. HPI has adopted
at its core the maximization of human capital achievements.


Systemic Versus Linear Thinking 
and Acting


There is a growing demand for systemic as opposed to
linear thinking and acting in the workplace (e.g., Senge,
1990). General systems theory (e.g., de Rosnay, 1975)
opened the business world to conceiving of organizations
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as organic entities with interacting subsystems. In the
human resource and development arenas, individual types
of interventions (e.g., scientific management, management
by objectives, management by walking around) have
yielded to more systemic and integrated approaches (e.g.,
quality circles, reengineering, teamwork, six-sigma).
This has fostered movements such as HPI, which views
performance outcomes as the end result of a number of
interacting elements such as clear expectations, timely
and specific feedback, access to required information,
adequate resources, properly aligned policies, efficient
procedures, appropriate incentives and consequences,
targeted training, comprehensive selection systems,
communication of values, knowledge sharing, and varied
management support activities as well as many others
(e.g., Binder, 2009; Marker, 2008). The demonstrated
ineffectiveness of single-solution, miracle interventions to
improve performance have bred mistrust for the next
“flavor of the month” and a receptiveness to the systemic
approach of HPI.


Growth in Organizational Complexity


As instantaneous communication across the world, global
markets and 24–7 service availability become our realities,
more of the burden of decision making and customer
satisfaction falls on the individual worker’s shoulders. Com-
panies no longer produce single products. Each product line
has a shorter life cycle. Workers and managers must access
and share information and knowledge with extreme speed.


In this atmosphere of continuous pressure and upheaval,
accompanied by frequent mergers and acquisitions of en-
terprises, people have to be supported by an environment
that facilitates agility; encourages independent activity; and
provides easy-to-use links to others for assistance, exper-
tise, and reassurance. Here is where HPI stands out. The
professional HPI practitioner—the performance consultant
(PC) (Robinson & Robinson, 2008, 1998; Rummler, 2004;
Stolovitch, 2004b)—is essentially an internal account man-
ager with close links to client groups. As changes are
planned or occur, or as problems manifest themselves, the
PC is there to identify gaps between desired and actual
performance, analyze them, isolate the systemic factors
affecting the gaps, and recommend an integrated set of
suitable interventions to rapidly and effectively eliminate
them. The PC’s toolkit is the set of resources, processes,
and job aids HPI provides (e.g., Rossett, 2009).


Focus on Performance


The impatience with training and other groups of single
intervention specialists is that these focus on individual iso-
lated stimulus solutions rather than the required responses.


Gilbert (2007) laid out a number of principles and theorems
that at first sight appear counterintuitive until examined
closely:


• If you pit the individual against the environment, the
environment will ultimately win.


• Hard work, great knowledge, and strong motiva-
tion without valued accomplishment is unworthy
performance.


• A system that rewards people for their behavior (e.g.,
hard work, knowledge, motivation) without account-
ing for accomplishment encourages incompetence.


• A system that rewards accomplishments without
accounting for behavior invites waste.


These and other principles emphasize the need to
account for the many environmental factors that affect how
people perform their work, achieve their business valued
results, apply their work processes and exhibit their
behaviors. The growth in availability of alternative means
for achieving business driven success and the demand by
management to demonstrate such success concretely (Van
Buren & Erskine, 2002, p. 4) have paved the way for HPI
to showcase its relevance.


The Relationship between 
HPI and HPT
There are several ways that one might look at the relation-
ship between human performance improvement and
human performance technology. In one sense, human
performance improvement is what we wish to achieve and
human performance technology is the means we use to
achieve it. However, in another sense, the two terms can be
viewed as being synonymous. The term human perfor-
mance improvement is relatively new. In a strict sense, it is
a euphemism (a less direct expression used in place of one
considered offensive). It emerged in the 1990s, most likely
because of its softer sound than human performance
technology (HPT).


Human performance technology is a field of profes-
sional practice that began to take form during the 1970s
and became recognized in its own right in the 1980s. It is
an offspring of general systems theory applied to organi-
zations (Stolovitch & Keeps, 1999). In the mid-1980s,
Geis (1986) stated a number of assumptions underlying
HPT that are still true today. Some of the key assump-
tions are:


1. Human performance follows specific laws and can
often be predicted and controlled.


2. Knowledge of human behavior is limited (although
growing rapidly), and so HPT must rely on practical
experience as well as scientific research.
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3. HPT draws from many research bases while generat-
ing its own.


4. HPT is the product of a number of knowledge sources:
cybernetics, behavioral psychology, communications
theory, information theory, systems theory, manage-
ment science, and more recently, the cognitive sciences
and neuroscience.


5. HPT is neither committed to any particular delivery
system nor confined to any specific population and
subject-matter area. It can address human performance
in any context, but it is most commonly applied within
organizational, work, and social improvement settings.


6. HPT is empirical. It requires systematic verification of
the results of both its analysis and intervention efforts.


7. HPT is evolving. Based on guiding principles, it
nevertheless allows enormous scope for innovation
and creativity.


8. Although HPT cannot yet pretend to have generated
a firm theoretical foundation of its own, the theory
and experience-based principles that guide it are
molded by empirical data that have accumulated as a
result of documented, systematic practice. In many
ways, HPT shares attributes with other applied fields
(for example, management, organizational develop-
ment, medicine, and psychiatry).


It may be said that these assumptions hold true regard-
less of whether you prefer to use the term HPI or HPT to
describe the field.


The notion that human performance technology and
human performance improvement are terms that can be used
interchangeably is further reinforced by examining some of
the formal definitions of these two terms. Harless (1995, p.
75) defines HPT as “an engineering approach to attaining de-
sired accomplishment from human performers by determin-
ing gaps in performance and designing cost-effective and
efficient interventions.” Stolovitch and Keeps (1999) have
defined HPI in much the same way.


Related Fields
The preceding paragraphs may lead one to conclude that
what has been said of HPI and HPT might just as easily
be restated with respect to human resource development
(HRD). This is largely true. As Gilley, Maycunich, and
Quatro (2002) state, the traditional role of HRD profes-
sionals has mainly been a transactional one (p. 23),
mostly focused on training interventions. They empha-
size that these roles must change to become more
transformational and performance focused. In their as-
sertion that “the challenges facing organizations require
HRD professionals to adopt a role that improves firm
performance, enhances competitive readiness and drives


renewal capacity and capability” (p. 25), they closely
approach the goals of HPI.


This convergence is to be expected, given the evolving
nature of enterprises. One sees a similar viewpoint emerg-
ing from the field of organizational effectiveness (OE),
with growing emphasis on the ability of the organization to
fulfill its mission through a blend of sound management,
strong governance, and a persistent rededication to achiev-
ing results. This includes meeting organizational and
shareholder objectives—immediate and long term—as
well as adapting and developing to the constantly changing
business environment. OE professionals focus on the
overall functioning of an organization. HPI is about engi-
neering effective human performance in specific ways. The
link between the two is both evident and natural.


What is true for OE can also be said for organizational
development (OD). While generally operating at the
macro level of organizations, OD professionals serve a
mission of increasing organizational effectiveness and
health, through planned interventions in the organization’s
processes or operations. OD adopts less of an engineering
emphasis and is characterized more by its communication
and facilitation style. Nevertheless, its purpose, just as
with HPI, is to deliver valued organizational results,
largely through people. Both are concerned with improv-
ing human performance.


Early Precursors to Performance
Improvement
In the beginning, there were apprenticeships. The master-
apprentice model formed the basis for acquiring work-
place performance capability. Whether the learner bore the
official title of apprentice or some other nomenclature
such as “page,” “squire,” or even “scullery maid,” the idea
was that a young person was taken into service and taught
a trade. She or he learned through observation, instruction,
practice, and feedback, all of which were virtually contin-
uous. It also took a long time.


With the introduction of workplace literacy, those
youngsters who could read about their work gained a com-
petitive edge. The Industrial Revolution of the nineteenth
century gave rise to the need for literate workers. Public
education arose to provide basic reading and calculation
skills. Literate, mathematically capable workers tended to
be more productive in the increasingly complex, industrial
world. With the introduction of printed, illustrated texts,
the combination of pictures and words made a great
difference in the efficiency and effectiveness of learning.


This fed directly into the audiovisual movement. First
photos and then projected images, films, and television
brought to life what could not always be experienced
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directly. Educators were able to bring the world to the
classroom. For industrial trainers, these additions made a
dramatic difference. They could show objects, products,
results, even processes, without the need to “be there”
physically. More trainees could be prepared for their future
roles and generally in less time than by older methods.


With the arrival of World War II and the need to train
millions of soldiers rapidly, the audiovisual discoveries
were combined with those of the rapidly growing field of
behavioral psychology. The result was well-designed
audiovisual training materials that structured and
presented learning content in ways that facilitated the
acquisition of new skills and knowledge. Learners were
shown how things worked, were coached and prompted as
they learned, and then were released and monitored as they
performed.


By the end of World War II, the use of behaviorally
designed audiovisual training programs had also found
adherents in the war-related industries. Then, as soldiers
went back to school and to the general workplace,
acceptance extended to schools, universities, and busi-
ness organizations.


However, something was lacking. Audiovisual training
materials were perceived only as training tools and aids.
Their use was essentially tactical. When, in the 1950s and
1960s, general systems theory was discovered by the
training community, a major shift occurred that gave birth
to instructional technology. All of the pieces were now in
place. By focusing on the array of elements affecting
learning—learner characteristics, learning context, tasks
to be mastered, clearly defined learning objectives, crite-
rion measures, media, and delivery systems—a more
comprehensive view of learning systems arose. This fit
with the surge in knowledge production and the evolution
toward a global service and knowledge-based economy.
Learning was no longer narrowly viewed as a prerequisite
for obtaining a job position and functioning within it. It
now became evident that lifelong, continuous learning
was a workplace necessity for both worker and organiza-
tional survival.


Instructional technology led to the development of
instructional systems design (ISD), which has evolved into
the standard for engineering effective learning. The key
advantage of this systematic and systemic approach was
that it took into account the essential variables for learning.
ISD provided a clearly defined and documented pathway
for designing, developing, implementing, and evaluating
learning—one that was replicable and transferable and that
had a demonstrable record of success.


Yet within the very euphoria of having created an
effective training-learning technology, one based on the
best knowledge acquired from both human and physical
sciences, there was disquiet in the professional training


community. True, the newly engineered learning systems
were demonstrating success. People learned. However,
when the instructional systems designers verified
whether the learning transferred to the job or the extent
to which things changed or improved in terms of business
criteria, they were frequently dismayed (Esque &
McCausland, 1997).


An Idea Is Born: HPT/HPI


Thomas F. Gilbert is generally considered to be the father
of HPT. As a graduate student of B. F. Skinner, Gilbert was
formed in the principles and practices of behaviorism. He
became an ardent and able practitioner of programmed
instruction, which Skinner had initiated through his
research and development of teaching machines.


Taking Skinner’s principles and venturing into the
workplace arena, Gilbert soon developed a new science
of mathetics (Gilbert, 1962), derived from the Greek
mathein, “to learn.” His Journal of Mathetics attracted
the attention of a group of like-minded individuals, in-
cluding many from learning research laboratories and the
American military. They and others, fascinated with the
possibilities offered by the science of learning, formed
the National Society for Programmed Instruction (NSPI).
Together with Geary Rummler, Gilbert soon progressed
beyond issues of learning and by the mid-1970s had cre-
ated his Behavior Engineering Model (Gilbert, 2007) that
lays out six major categories of variables affecting work-
place performance (see Figure 14.1). This was a signifi-
cant milestone and is still used as a fundamental analytic
HPI tool.


At approximately the same time, Joe Harless, a
former student of Gilbert’s, was developing his own
performance improvement process (PIP). In 1970,
Harless published an interactive volume entitled An
Ounce of Analysis (Is Worth a Pound of Objectives), in
which he introduced his now famous front-end analysis
methodology. This had a marked influence on practi-
tioners of training, especially instructional designers.
Harless had discovered, through follow-up evaluation
subsequent to training, that “despite the training having
been well-designed in accordance with the standards of
the time” (Dean & Ripley, 1997, p. 94), and although
students performed well on tests, the skills and knowl-
edge were not being transferred to the workplace. His
PIP model, which incorporated front-end analysis, laid
the foundation for the numerous performance improve-
ment models that were to follow.


Another slim, but immediately popular publication by
Robert F. Mager and Peter Pipe, Analyzing Performance
Problems or “You Really Oughta Wanna” (1970), also
appeared on the scene at this time. The Mager and Pipe
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volume had a tremendous impact on instructional design-
ers, trainers, HRD professionals, and educators. The very
sensible approach to solving workplace performance
problems resonated clearly with both practitioners and
training managers. It provided ammunition to stimulate
significant changes in how human performance at work
was viewed.


These models created an enormous stir (and support)
among many, who were ill at ease with the impact of their
training—learning solutions—in the workplace. Even
more importantly, they helped effect two fundamental
shifts in thinking. The first of these was opening the minds
of training and HRD professionals to the fact that many
human performance problems could be solved via means
other than formal training/instruction; that there are an
infinite array of possible interventions to improve human
performance. These interventions include new incentive
systems, improved and more timely methods for provid-
ing feedback to employees, better worker selection proce-
dures, and a host of other potential means of solving


performance problems.1 Somewhat frightened (After all,
is this our concern? Are we the right people to involve
ourselves in this?), yet excited and exhilarated, training
and HRD professionals began to see their horizons
expanding, their challenges increasing, and at the same
time the possibility of having a much greater influence on
bottom-line business results.


The second shift in thinking was the growing awareness
that the HRD/training community could now offer stronger,
more convincing arguments to senior management that
what they were engaged in should be viewed as an organi-
zational investment rather than a cost. This naturally led to


Stimulus Response Consequences


Cell 1: Cell 2: Cell 3:
Environment Environment Environment
Information Resources Incentives


• Description of what
is expected of
performance


• Clear and relevant
guides on how to do
the job


• Relevant and
frequent feedback
on adequacy of
performance


Cell 4: Cell 5: Cell 6:
Individual Individual Individual


Knowledge Capacity Motives


• Systematically
designed training to
match requirements of
exemplary performers


• Opportunity for training


• Match between
people and position


• Good selection
processes


• Flexible scheduling to
match peak capacity
of workers


• Prostheses or visual
aids to augment
capacity


• Recognition of
worker's willingness
to work for available
incentives


• Assessment of
worker’s motivation


• Recruitment of
workers to match
realities of work
conditions


• Tools, resources, time,
and materials
designed to achieve
performance needs


• Access to leaders
• Sufficient personnel
• Organized work


processes


• Adequate financial
incentives contingent
upon performance


• Non-monietory
incentives


• Career development
opportunities


• Clear consequences
for poor performance


FIGURE 14.1 Gilbert’s Behavior Engineering Model.
Reprinted by permission of the publisher from Gilbert, T. F. (1996). Human competence: Engineering worthy performance (ISPI Tribute Edition).
Washington, DC: International Society for Performance Improvement.


1Each of the other chapters in this section focuses on a non-instructional
means of solving performance problems (i.e., a means of improving
performance that does not primarily rely on formal training/instruction).
These non-instructional means include performance support (Chapter 15),
knowledge management (Chapter 16), and informal learning (Chapter 17).
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an emphasis on evaluation, the demonstrable leveraging of
organizational human capital and human performance, and
return-on-investment calculations (e.g., Phillips, 2003;
Stolovitch & Keeps, 2004a).


One of the most important milestones in the evolution
of HPI was the appearance of another volume, Improving
Performance: How to Manage the White Space in the
Organization Chart (Rummler & Brache, 1995) that
presented a comprehensive performance improvement
model and set of practices that were more strategic and
detailed than earlier approaches. Rummler and Brache
examined the organization as a whole and identified key
variables affecting performance at the organizational,
process, and individual worker levels. Their model inte-
grated all of these levels in a tightly integrated manner and
with a single purpose: to engineer performance.


Stolovitch and Keeps (1999) have produced an Engi-
neering Effective Performance model that is highly pre-
scriptive and is accompanied by a large number of
performance aids (Stolovitch & Keeps, 2004a). What is
unique about their contribution are the very practical,
procedural guidelines and tools they have produced,


which make it relatively easy for training, OD, OE, or
HRD professionals to apply. Their work has helped build
momentum for the emergence of the PC in organizations.


Finally, to sum up the evolution of HPT/HPI, we
present in Figure 14.2 a generalized HPT model (Van
Tiem, Moseley, & Dessinger, 2004) which has probably
had the most global exposure. This is the HPT model
adopted by the International Society for Performance
Improvement (ISPI), a professional organization that
many HPI practitioners, worldwide, consider to be their
professional home.


The Role of Professional Societies 
in the Evolution of HPI
Can a training department within a company or other
workplace organization become a HPI group? The short
answer is, “Yes.” That is what the International Society for
Performance Improvement has been encouraging for many
years worldwide. ISPI’s own transformation bears witness
to the possibility.
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FIGURE 14.2 HPT model of the International Society for Performance Improvement.
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ISPI was founded in 1962 under the name NSPI—
National Society for Programmed Instruction—by a group
who believed that programmed instruction (PI) would
revolutionize learning. From the founders’ view—many
from research laboratories, universities, and the military
and defense industries—at last a science of teaching and
learning existed! Based on behaviorist theory and princi-
ples and drawing from hard research data, they posited that
well-defined, behaviorally specified tasks could be rapidly
and effectively learned through scientifically designed
instruction. The Society and its beliefs flourished for most
of the 1960s and early 1970s. However, the golden glow of
PI began to fade as flaws in the effectiveness of the learn-
ing outcomes became increasingly apparent, both from
research findings and practical applications. Foremost
among the issues were lack of transfer to the job and
impact on business results. This led to a broader orienta-
tion for NSPI and, in 1973, a name change to the National
Society for Performance and Instruction. With key influ-
encers such as Robert Mager, Thomas Gilbert, Joe Harless,
Geary Rummler, William Deterline, and Roger Kaufman,
the emphasis on performance expanded, while its attention
to instruction declined. Interestingly, the change in name
and focus coincided with an increase in membership from
the business sector and, as importantly, greater attention
from the international community. In 1995, NSPI became
ISPI, the International Society for Performance Improve-
ment, with over ten thousand members globally and fifty-
five chapters, representing forty countries.


ISPI has transformed its mission from learning to per-
formance. Through its publications, conferences, semi-
nars and other live and online events, it has fostered a
major shift in organizational thinking about the roles of
training and HPI. Other professional organizations have
also turned their attention to HPI. Starting in the mid-
1990s, the American Society for Training and Develop-
ment (ASTD) began offering seminars in HPI, and in
2002, ISPI and ASTD both decided to offer certifications
(ISPI—Certified Performance Technologist; ASTD—
Certified Performance and Learning Professional) in HPI
complete with a rigorous, performance-based programs
for qualification. In a similar vein, in 2003, Training, long
known for its conferences and publications, began a PC
certificate program at its annual conference.


This leads us to a form of closure. The first is with re-
spect to HPI as a growing field of professional practice.
HPI is not simply alive and well, but thriving. As has been
demonstrated to this point, the mission and meaning of
HPI is both clear and known. Publications on subjects re-
lated to HPI are flourishing. (Go to www.ispi.org, www
.astd.org or www.amazon.com to view the array of recent
titles.) Increasing numbers of universities offer programs
related to HPI (e.g., University of Southern California’s


doctoral program in Human Performance at Work; Boise
State Idaho master’s program on Performance and In-
structional Technology; Bellevue University’s PhD program
in Human Capital Management; Florida State Univer-
sity’s master’s program in Performance Improvement and
Human Resource Development) or, at the least, courses
on the subject (e.g., Indiana University; Concordia
University, Canada; San Diego State University). Pro-
fessional societies with a HPI orientation are in growth
phases. Certification is not only under way, but is in great
demand. For example, in 2002, the first year ISPI
launched its Certified Performance Technologist program
(CPT), 170 candidates enrolled for it. By late 2009, the
number of persons having received the CPT designation
had risen to close to 2000. The American Society for
Training & Development has similarly certified almost
one thousand individuals, worldwide, in its Certified
Performance & Learning Professional program, launched
in 2006. Finally, numerous large corporations have
turned their attention to HPI offering specialized internal
training and some form of recognition. These organ-
izations include software producers (e.g., Microsoft;
Adobe), high-technology companies (e.g., Sun Microsys-
tems; Hewlett-Packard), financial institutions (e.g., Wells
Fargo; Nationwide Insurance), and a host of other well-
established industries (e.g., telecommunications, real estate,
transportation, utilities, manufacturing).


The Future of HPI
All signs point to a healthy, expanding future for HPI and its
professional practitioners, who will play increasingly sig-
nificant organizational roles. The most important indicator
of this is the steady evolution and growth of HPI and HPT.
It is not a field of practice that has suddenly appeared on the
scene. It has emerged slowly, but forcefully, over the past
forty years to attain a position of prominence among those
seeking to effect significant, bottom-line change through
people. It is not only very present in North America, but also
in Europe (see, for example, the Performance Improvement
special issue highlighting the application of HPI in Europe
and globally (Mueller & Voelkl, 2004). As attention focuses
more and more on return-on-investment in learning and
performance (e.g. Phillips, 2003; Stolovitch & Keeps,
2004b), the demand for HPI professionals will increase. All
of this augurs well for the future of the field.


Conclusion
HPI is not a flavor of the month, radical departure, or off-the-
wall movement. Rather, it is a natural evolution toward
systemic alignment of human capital management with




www.ispi.org



www.astd.org



www.astd.org



www.amazon.com







CHAPTER 14 The Development and Evolution of Human Performance Improvement 143


organizational requirements to meet tough and competitive
demands. Its vision of achieving, through people, increas-
ingly successful accomplishments that are valued by all
stakeholders is appropriate to this moment in time.


Although HPI originated and has had its most dramatic
developments in North America, it is not unique to this
geography. The need for and interest in HPI is a worldwide
phenomenon. Groups of training, HRD, OE, and OD
professionals have come together in Australia, Europe,
Asia, and the developing world to espouse the vision and
practices of HPI.


This chapter has responded to the key questions raised
at its outset. It has explained what is special and unique
about HPI, recounted where it came from and how it has
grown into a professional field that is asserting its
message globally. It has also traced its origins and evolu-
tion, demonstrating how it can assist individuals and
organizations to achieve workplace success. Finally, it has
demonstrated that HPI is not just another disruptive fad,
but a rational and reasonable next step in building valued
human performance—one that makes eminent sense in
today’s demanding world of work.


Summary of Key Principles


1. At its core, HPI has a relatively straightforward
vision and mission: to achieve, through people,
increasingly successful accomplishments that are
valued by all stakeholders. As an HPI practitioner,
first define valued accomplishments and the factors
affecting the gap between desired and current states.
Only when you have completed this should you
begin the search for ways to close the gap.


2. A desired end for HPI is “worthy” performance—
defined as valued accomplishment derived from
costly behavior—whose cost is considerably lower
than the value of the accomplishment. As an HPI
practitioner, demonstrate concretely both the cost
and value to the organization of your proposed
interventions.


3. Human capital has been empirically shown to
yield higher rates of return than physical capital.
As an HPI practitioner, adopt as your overall goal
the maximization of human capital achievements.


4. Simple solutions for closing human performance
gaps are almost always ineffective. As an HPI
practitioner, identify priority performance gaps
(urgency, value, magnitude), analyze these
systemically to uncover the range of factors affecting
the gaps, and recommend integrated sets of suitable
interventions to rapidly and effectively eliminate
the gaps.


5. HPI bears similarities to other fields such as
organizational development, human resource
development, and organizational effectiveness.
As an HPI practitioner, work in partnership with
professionals from these related fields to increase
your resources and obtain support for your HPI
endeavors.


Application Questions


1. Assume that the chairperson of an academic
department is holding a discussion with the person
responsible for handling all the paperwork
associated with student applications for admission
to the department. In explaining the reasons for the
problems, the admissions clerk states, “The office
manager never told me exactly what I was expected
to do in this job, and she never gives me any help or
tells whether I’m doing good work. She also has me
answering phone calls that I think should be
answered by our office receptionist. On top of that,
I often have to walk to the other end of the office in


order to fax copies of admissions forms to the
university admissions office, and that takes up a lot
of my time. Also, the faculty often ask me to copy
textbook materials for them, and whenever they ask
me to do so, I put down whatever else I’m working
on so that I can get the copying done.” Identify the
categories of performance problems apparent in the
clerk’s statement. For each problem, describe an
appropriate solution.


2. Imagine that you are a HPI consultant asked to
help solve a problem for Global Airlines. Check-in
clerks have a highly visible customer-facing role
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aircraft.
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Chapter 15
Performance Support


Scenario 1: A sales representative for XYZ Inc. is
preparing a presentation for a major client customer
who has asked for an overview of next year’s product
line. Unfortunately, with her busy travel schedule, the
sales representative missed last week’s training
session targeted at providing new product information
to the entire XYZ sales and marketing team.
Scenario 2: An inspector has been assigned to board
and inspect three commercial fishing vessels this
morning. Over the weekend, a similar ship sank in
the North Atlantic. The inspector needs the most
up-to-date inspection procedures to ensure that any
potential safety issues are identified during the limited
time he is onboard the three vessels.
Scenario 3: A faculty member is configuring her
course’s Blackboard site to receive scores directly
from the audience response system setup in her
lecture hall. Without this capability, she will have
to administer tomorrow’s midterm exam on paper
and manually enter scores into the Blackboard
grade book.
Scenario 4: A technician at a water treatment plant
is attempting to repair an old transfer pump that he
has never encountered nor been trained to service.
Until he is able to repair the pump, treated water
cannot leave the ozone reactor for disinfection and
distribution to local residents.


Frank Nyugen
American Express


While these situations may seem random and unre-lated, they all share a strong commonality: in each
circumstance, individual performers are deep in their work,
and due to a lack of knowledge or skill, they are likely to
have difficulty successfully completing a particular task.
Each instance is an ideal candidate for performance sup-
port. In this chapter, we will examine historical and con-
temporary definitions of performance support, key features
and capabilities of a performance support system, when it
can be most effective as a performance intervention, real
examples of how it has been applied and practical guide-
lines for implementation.


What Is Performance Support?
Performance support first emerged in Gloria Gery’s sem-
inal book Electronic Performance Support Systems
(1991). Working as a software training manager at Aetna
in the late 1980s, Gery observed that learning interven-
tions were often “training band-aids” that could have been
avoided with carefully designed work interfaces and the
introduction of support to assist employees when and
where they needed it (O’Driscoll & Cross, 2005, p. 5).
Rather than training employees beforehand to cope with
inadequate tools and processes, Gery argued that it would
be better to provide the performers with “individualized
on-line access to the full range of . . . systems to permit
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job performance” (Gery, 1991, p. 21). Gery called this ap-
proach an electronic performance support system (EPSS).


While Gery originally targeted performance support as
an intervention to address software and associated proce-
dures, a number of authors have since expanded the scope
and potential application of performance support. Ray-
bould (2000) contended that performance support was a
continuum that included constructs ranging from those
embedded in the work itself, such as menus, dialogs, and
on-screen instructions, to those that are separate from the
work, including tutorials, computer-based training, peer
support and help desks.


Villachica, Stone, and Endicott (2006) proposed a
broader definition of performance support to include “an
optimized body of integrated on-line and off-line methods
and resources providing what performers need, when they
need it, in the form they need it in” (p. 540). This expanded
the scope of performance support to include electronic re-
sources such as those identified by Raybould and printed
resources such as manuals, handbooks, and job aids. They
also acknowledged the range of definitions and terminol-
ogy (electronic performance support systems, perfor-
mance support, EPSS, PSS, PST), but argued that the goal
of performance support was universal: “expert-like perfor-
mance from day 1 with little or no training” (Villachica
et al., 2006, p. 540).”


Rossett and Schafer (2007) offered an even more ex-
pansive view of performance support to not only include
tools that support performers at the moment of need, but
also support tools for use before and after the moment of
performance. Conventional notions of performance sup-
port focused on support during the work, which Rossett
and Schafer called sidekicks. They argued that other sys-
tems, which they called planners, provide support when
performers are preparing to act or reflecting on a com-
pleted action.


As evidenced by these definitions, the scope of perfor-
mance support has expanded in several ways since Gery’s
introduction in 1991:


1. The types of issues and tasks that can be addressed by
performance support has broadened,


2. The terms and acronyms used to reference the field
have increased, and


3. Differing views on when support is actually provided
to the performer have been offered.


As will be described in more detail later in this chapter,
performance support has been proven as a reliable inter-
vention in many settings beyond Gery’s initial focus of
software support. Gery herself noted that, since its intro-
duction, performance support has been successfully
applied to a wide range of settings, including investment
and financial planning, real estate, travel and government


applications (2003). Of particular note, performance sup-
port is no longer limited to work conducted via computers,
but also to physical and spatial processes and procedures
where performers may not have any kind of electronic de-
vice to access support. As noted by Villachica et al., certain
types of work may be better supported using nonelectronic,
printed resources such as job aids or manuals. Indeed,
while interest in providing performance support (electronic
and nonelectronic) in the workplace continues to grow, use
of the term electronic performance support systems has
greatly diminished.


Villachica et al. (2006) have also pointed out that mul-
tiple terms are used interchangeably to describe the field:
electronic performance support systems, performance
support, performance support systems, and performance
support tools. As a result, multiple acronyms also exist,
including EPSS, PS, PSS, and PST. While well-intended,
the similar terminology is potentially confusing and
makes it difficult for practitioners and researchers to cre-
ate an easily accessible body of knowledge for best prac-
tices and guidelines.


For the purposes of this chapter, we will use the term
performance support and define it as a system that pro-
vides performers with varying levels of access to support
information and tools at the moment of need. This defini-
tion acknowledges the evolution of Gery’s original perfor-
mance support concept beyond the software domain, but
retains the critical focus of providing support when and
where the performer requires it.


Key Performance Support Features
In order to provide support to performers at the moment of
need, most performance support systems include the fol-
lowing features, as shown in Figure 15.1:


• A work interface (or interfaces) that the performer uses
to complete the task. The work interface may or may
be not be electronic in nature. For a sales representa-
tive, his primary work interface may be a customer re-
lationship management (CRM) tool that he uses daily
to track and respond to customer requests. An inspec-
tor’s work interface may be a paper-based safety
checklist. For a faculty member, it may be the panel
that controls the audience response system in the lec-
ture hall, or it may be the faculty member’s home page
on the Blackboard course management system. A tech-
nician’s work interface may be a transfer pump or the
tools that he uses to repair such equipment.


• The performer will use a performance support broker
to locate the resources and information required to suc-
cessfully complete the task. Common types of brokers
include web-based search engines, frequently asked
question pages and workflow diagrams that link to
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FIGURE 15.1 Key Features of a Performance Support System.


relevant content that supports a business process. Per-
formance support may also be accessed through printed
job aids posted in the workplace, a paper-based manual
stored adjacent to equipment in a factory, point of sale
terminals at a department store cash register or wireless
mobile device carried by a delivery truck driver.


• A performance support system also typically features
an internal database where support content and re-
sources may be stored. Resources may come in the
form of brief factual information, structured proce-
dures, organizational policies, instructional videos, or
any type of content or construct that may support the
performer at the time of need.


The performance support system may also include a
combination of other features:


• In addition to an internal database of support content,
a performance support system may also have the abil-
ity to catalog and provide performers access to re-
sources that exist in an external database. Examples
include product information stored in marketing data-
bases, issue and resolution data stored in a help desk’s
knowledge management system, or even training con-
tent stored in a learning management system.


• A performance support system may be integrated with
the work interface in such a way that it can intelligently
recognize the task that the performer is attempting to
perform and automatically locate the relevant support
content for the performer. Such work context integra-
tion can minimize or eliminate the amount of time the
performer must spend in the performance support bro-
ker looking for information.


• Once content is located through the work context or
manually by the performer, support content can also be


delivered directly into the performer’s work interface.
This type of delivery integration often appears as a
popup or integrated text in a software application in-
terface.


Performance support systems may also include a vari-
ety of other capabilities including the ability to locate ex-
perts for a content domain, collaboration features such as
discussion boards or chat with experts or other performers,
and authoring and content management capabilities for ex-
perts or performers.


When to Use Performance Support
There are two primary factors to consider when deciding
whether to select performance support as an intervention:


1. Frequency: How often are performers expected to per-
form the tasks targeted for support?


2. Criticality: Is it important that performers success-
fully complete the task on the first attempt? Are there
organizational or societal impacts if the task if not per-
formed correctly or within a certain level of accuracy?


Although Gery’s aspiration for performance support
was to enable “day one performance” with little or no train-
ing, it is common for performance support to be used in
conjunction with other information interventions such as
communication, change management, and in particular,
training (Gery, 1995, p. 47). When considering the factors
identified above, it is important to ensure that areas not
addressed by performance support are dealt with through
such interventions.


As shown in Figure 15.2, tasks and information that
performers do not frequently work with and are not
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FIGURE 15.2 Training and Performance Support Matrix
(Nguyen, 2009).


critical to the organization are ideal candidates for per-
formance support. They can be safely delivered exclu-
sively through performance support and would likely to
serve as distracters if delivered through training or other
information intervention.


Tasks that are high-frequency/low-criticality or low-
frequency/high-criticality can also be delivered by perfor-
mance support. However, since performers are either
working with such tasks on a day-to-day basis or the con-
sequences of error are still great despite the infrequency of
use, it is important to provide performers with learning
prior to the point of need through training or similar inter-
vention. In such circumstances, performance support
serves as a medium to refresh the performer’s memory at
the point of need should they forget information mastered
prior to entering the workplace.


Tasks and information that are used frequently and are
critical in nature should be delivered primarily through
training or other interventions that focus on preparing the
performer prior to job performance. If such content is not
mastered before the moment of need, it is likely that the
performer would not be able to complete the task correctly,
potentially harming themselves, others, or even the organi-
zation as a whole.


There are several other secondary factors to consider
when deciding if performance support is an appropriate
intervention:


• Performance support is more likely to have a positive
effect in situations where the work interface or busi-
ness processes are poorly designed and cannot easily
be fixed through human factors or business process
reengineering.


• The task performance makes it necessary to have ac-
cess to a vast amount of information. For example, a


legal clerk may need to frequently reference thousands
of pages of state and federal statutes when preparing a
case for litigation.


• The support information is volatile and changes fre-
quently. For instance, a sales representative may find
it challenging to keep up with new product introduc-
tions and sales promotions that change on a weekly
basis.


Where Has Performance Support
Been Implemented?
Since its introduction almost twenty years ago, practition-
ers have applied performance support to many different set-
tings from corporations to government to education. Just a
few of the many examples in the field of education are a
performance support system to improve collaboration
among teachers in rural communities (Brush, Knapczyk, &
Hubbard, 1993), a system to help preservice teachers de-
velop Web-based e-portfolios (Bennett & Lockyer, 2007),
and a system to help masters students with analysis and in-
structional design (Darabi, 2004).


Performance support has also been widely used in
industry. Dorsey, Goodrum, and Schwen (1993) and Cole,
Fischer, and Saltzman (1997) applied performance support
systems to support sales employees. Huber, Lippincott,
McMahon, and Witt (1999) provided three examples of
how intrinsic, extrinsic, and external performance support
systems were applied to automobile manufacturing, insur-
ance, and civil engineering. Kasvi and Vartiainen (2000)
demonstrated four different ways performance support
systems were employed for use in factories. Gery (2003)
cited examples of how performance support has been used
in investment and financial planning, real estate, travel,
and government applications. A survey conducted by
McManus and Rossett (2006) showed that performance
technologists have applied performance support to prob-
lems ranging from vessel tracking in the U.S. Coast Guard
to coaching restaurant managers.


Those in the medical field have also made extensive use
of performance support. A meta-analysis of research
examining such systems revealed the use of performance
support in such areas as drug dosing, patient diagnoses,
and preventive care (Hunt, Haynes, Hanna, & Smith,
1998). Moreover, most of the studies pointed to the
positive effects of using such systems. User perfor-
mance improved in forty-two of the studies reviewed,
was not significantly changed in nineteen cases, and 
decreased in only seven instances. While studies on per-
formance support for diagnoses and certain types of dosing
were inconsistent, the researchers noted that systems
for other areas such as preventive care demonstrate








positive results for these systems in ambulances, clinics,
and hospitals.


How Has Performance Support 
Been Used?
To demonstrate how performance support can be applied
to such a vast array of problems, we will focus on three
real-world case studies that illustrate the application of
performance support in several diverse settings. In most
cases, the actual names of the organizations have been
changed by request.


Case Study 1: ACME Manufacturing


ACME Manufacturing maintains a global network of fac-
tories that produce consumer and commercial electron-
ics. ACME works with a network of suppliers who
design, engineer, and develop equipment specifically to
enable ACME’s factory operations. These suppliers work
with ACME to initially train employees on how to use
and repair the equipment, but in large part, ongoing
maintenance is the responsibility of ACME’s factory
technicians. Historically, these technicians have strug-
gled to keep abreast of weekly technical bulletins re-
leased by equipment suppliers. In addition, common
problems often emerge at different factories but techni-
cians have no way to share or access repair procedures
that may have been devised.


ACME recently upgraded three of its factories to pro-
duce its next generation of electronics in Asia, Europe, and
North America. As part of this upgrade, ACME imple-
mented a global performance support system to address
some of the issues identified above.


Since technicians frequently move around servicing
equipment in different parts of the factory, ACME has
provided each technician with a tablet-based ultramobile
computer that can access data from the company’s in-
tranet using secured WiFi connections available in each
factory.


Whenever technicians encounter a repair issue where
they need additional support information, they can use the
mobile computer to access an internal website that pro-
vides visual schematics of equipment in the factory. The
technicians can then “drill down” in the visual schematics
to locate the specific part they are experiencing issues
with, review repair procedures provided by the supplier,
review comments or field notes posted by other techni-
cians, or even order a replacement part.


To accelerate the process of problem identification,
some equipment are labeled with quick response (QR)
codes prior to being installed in the factory. The QR
codes are placed in critical areas on the equipment and


allow the technician to scan the label using the mobile
computer’s camera to quickly access the relevant content.


Case Study 2: State University


The Instructional Support department is responsible for
keeping classrooms at State University equipped and op-
erational. In an effort to keep State University on the cut-
ting edge of instructional technology, five lecture hall
rooms were equipped last year with audience response
systems (ARS) that allow faculty to pose questions and
students to respond to such questions in real time.


In order to use the audience response system, profes-
sors and lecturers have to install and set up software
on their personal computers. During the first semester
of use, the Instructional Support department was inun-
dated with requests from faculty looking for help to
configure the software to interface with the ARS in their
specific lecture hall. Some faculty also used the ARS to
administer exams but had difficulty in sending that data
automatically to the university’s learning management
system (LMS).


To deal with these problems, the Instructional Support
department created paper-based job aids with the steps and
specific information needed to configure the ARS software
in each classroom. These job aids were generally posted on
the podium in each lecture hall adjacent to the ARS equip-
ment itself.


The Instructional Support department also customized
the learning management system to address the need to up-
load exam data. Specifically, an existing context-sensitive
help system in the LMS was used to embed support infor-
mation in the grade book function.


This support provided faculty with a detailed procedure
to upload ARS data into the LMS grade book, thereby
eliminating hours of tedious grading and data entry.


Case Study 3: Coast Guard


Coast Guard marine investigators are responsible for de-
termining the causes of casualties and fatalities at sea and
identifying rules and precautions that can avoid loss of life
in the future. Due to the critical nature of this work, inves-
tigating officers (IO) are required to complete an intensive
three-week training program.


In order to support marine investigations, the Coast
Guard provides each officer with a field guide—essentially
a structured job aid that is sometimes electronic and auto-
mated, sometimes not. The field guide is used by IOs as
they conduct investigations of marine casualties to ensure
that the investigations are thorough and complete. For
example, the field guide prompts the IO to collect standard
investigation data such as the number of vessels involved in
an incident, whether they are commercial or recreational,
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speed and orientation of the vessels, number and nature of
human casualties. In addition, it also guides the IO to
identify any actions that should be taken by the parties in-
volved in the incident and to also identify any general
safety alerts that should be issued to the larger maritime
community.


The field guide is not only used to support IO per-
formance during investigations, it is also used exten-
sively during the training program as part of guided
practice activities. Doing so allows training to be
focused on real-world problem solving and drives
adoption and use of the field guide once officers return
to duty.


Benefits and Disadvantages 
of Performance Support
There are a number of documented benefits for implement-
ing performance support systems, including increased
performance, improved user attitudes, and reduction in
monetary costs (Altalib, 2002; Nguyen & Hanzel, 2007).
Less tangible advantages include the ability to provide per-
formers with memory support, particularly for infrequent
tasks, the ability to rapidly provide a broad group of per-
formers with updated information, and the ability to expose
performers to a broader spectrum of support content than is
possible or practical via training.


However, performance support is not without its share
of disadvantages. Since very few vendors specialized in
performance support until recently, early adopters were
often forced to develop custom systems, which led to
expensive implementation and sustaining costs. The
increasing sophistication of off-the-shelf performance
support systems and competition however has begun
to drive down the cost of implementing performance
support.


In addition, performance support systems are often one
of a number of training-and-support-related systems within
a larger organization’s infrastructure. For example, most
organizations have a learning management system that is
used to deliver and track training. Others may also have a
learning content management system or knowledge man-
agement system to support the development of learning
content by trainers or subject matter experts. Content de-
veloped in performance support is typically isolated from
these other systems, often forcing the development of re-
dundant content.


Some have also criticized that performers are not forced
to learn or master the content delivered by performance
support. In a sense, rather than mastering knowledge and
growing their expertise, performers can become dependent
on real-time support tools.


How to Best Apply Performance
Support
When choosing to use performance support as an inter-
vention, there are several guidelines to ensure maximum
success from both a performance and cost perspective:


Combine Performance Support 
and Training as Complementary
Interventions


As mentioned earlier, in most situations performance sup-
port should be used in conjunction with other interven-
tions. Performance problems that include tasks that are
performed frequently or where there are serious conse-
quences for incorrect task performance are best delivered
through upfront training. In addition, to support adoption
of performance support once performers return to the job,
one should consider ways to incorporate the use of the per-
formance support into training programs. When combin-
ing performance and training, any performance support
that will be available to performers on the job should be in-
corporated into training practice activities, particularly
those activities that may require the performer to solve re-
alistic problems. This will provide the performers the op-
portunity to learn how to use the performance support
system in a safe environment and potentially increase
adoption as performers may experience firsthand value of
using the system to solve problems.


Integrate Performance Support 
into the Work


Performance support content should be embedded as
deeply into the work as possible (Bailey, 2003; Carroll &
Rosson, 1987; Gery 1995; Nguyen, Klein, & Sullivan,
2005; Raybould, 2000). By doing so, the amount of work
required for the performer to find the right information to
perform a task is reduced, the likelihood that the performer
will locate the correct information increases and the dis-
ruption to the performer’s workflow is reduced or elimi-
nated (Bailey, 2003). Nguyen et al. (2005) also reported
higher use of more integrated forms of performance sup-
port as compared to those that required the performer to
search for information.


Vary the Type of Support Offered 
to Performers Based on Their Level 
of Expertise


As shown in Figure 15.3, Gery (1995) described noninte-
grated performance support as external, while more inte-
grated systems are considered extrinsic or intrinsic to the
work interface. When novice learners are presented with a
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Type


External Performance support that is not
integrated into the users’ workspace that
requires a worker to break from the work
context entirely.


Performance support that is inherent to
the system itself. It is so well integrated
that, to workers, it is part of the system.


Performance support that is integrated 
with the system, but is not in the primary
workspace.


Extrinsic


Intrinsic


Definition Examples


•
•
•


Help Desk
Job Aids
Manuals


•
• Context-Sensitive Help


Online Help


• Search Engines


•
•


• Human Factors Engineering
User-Centered Design
Wizards


FIGURE 15.3 Types of Performance Support Systems.
Adapted from Gery, 1995, p. 51.


nonintegrated external performance support, such as a
search engine, they often do not know where to start and
struggle to find the correct support information (Bailey,
2003; Nielsen, 2001; Spool, 2001). As performers gain ex-
pertise and their mental models for their job domain
grows, their ability to find information and cope with the
demands of such nonintegrated systems also increases.
While such advanced performers may still benefit from
more integrated performance support, the extra cost in-
volved with these integrated systems may not be justified.
In contrast, the advantages that integrated systems provide
for novices are more likely to be worth the additional cost.


Stress Performance Support Systems 
as First-Level Support During on-the-Job
Training (OJT)


As performers are introduced to the workplace or to a new
task in an existing work setting, provide them with imme-
diate access to an intuitive and integrated performance sup-
port to help them learn how to perform while on the job.
While other common OJT support interventions should
continue to exist, such as coaches and mentors, encourage
performers to use the performance support as their first re-
source for support. By doing so, performers will learn to
rely upon the performance support longer-term after the ad-
ditional support has been removed.


Provide a Broad Range of Content and
Resources through Performance Support


Performers simply don’t care about where support infor-
mation comes from, they are simply concerned with
quickly finding the most relevant content to address their
immediate needs. Nguyen (2009) found that performers
should be provided access to a smaller body of content


during pretask training but a broader set of support re-
sources while on the job. As a result, consider using such
strategies as providing on-the-job performers with access
to content from knowledge management systems, posting
printed job aids online for immediate access, and provid-
ing links to relevant information in eLearning courses.
Doing so will bring the support that the performer needs
closer to the work and eliminate content redundancies that
may occur between the different systems.


Critical Success Factors
There are several factors to ensure maximum success and
adoption of a performance support system as an intervention.


Social


In addition to implementing the system, one should also
consider the people who will use it. Performance support is
only effective when it provides timely, relevant, and current
content. Even if a performer is able to quickly locate the in-
formation he or she requires for task performance, if that in-
formation is not correct, the performer will likely be unable
to perform the task correctly, thereby driving down confi-
dence and future use of the system. Tools and processes
should be provided so that performers can identify infor-
mation that is not correct, report it for prompt revision, or
even edit the content on their own as one would with Web
2.0 tools such as blogs, podcasts, and wikis. If such mech-
anisms are not provided, the performer will be less likely
to use the performance support system for future support
needs and will be likely to tell others about their negative
experience. No single factor will drive down adoption of a
performance support system than poor perception of the
system among performers.
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Political


With a robust performance support system in place and a
process for sustaining the support resources firmly estab-
lished, the task of driving adoption among performers
should be relatively easy. However, it is still important to
develop and execute a transition change management
(TCM) plan that includes communication, marketing, and
training to make performers aware of the system and how
to use it, as well as the benefits to the system can provide
to them and to the organization.


The change management strategy should not only tar-
get performers but other key stakeholders as well: trainers,
information technology (IT) managers, software develop-
ers, business analysts, and any others who are involved in
providing tools or information to enable performers. For
example, information technology managers and the devel-
opers that create the organization’s software should be in-
formed as to how integrating performance support into
work interfaces provides such benefits as improved worker
performance, decreased training time, and decreased IT
support costs.


In addition, part of the change management strategy
should be to encourage learners to rely on available per-
formance support as a primary resource and other re-
sources as secondary support. This is particularly true for
heavily constrained resources such as IT help desks, man-
agers, or peers. Without this emphasis, performers may feel
that it is easier to ask a neighbor or call the help desk, and
few performance support tools will truly be adopted.


Economic


The most obvious costs to selecting performance support
as an intervention are the hardware and software costs
involved with the system itself. Performance support
systems require servers to host software that can either
be purchased or developed as a custom effort. Such costs
should be calculated and funded to provide baseline
success. There are other longer-term costs that should also
be considered. The time or money involved with ongoing
revision and maintenance of support content must be
allocated. In addition, if a performance support design
calls for work context or delivery integration into the
performer’s work interface, funding for developers to
modify existing systems must be secured.


Legal


The currency of support content is not only a social and
economic factor, but in some cases a legal requirement. As
a result of various government regulations, such as the
Sarbanes-Oxley Act (SOx) of 2002, many organizations have
placed added emphasis on complying with government


mandates about such issues as data quality and intellectual
property rights. Depending on the type of content stored in
the performance support database, such content may be
subject to SOx or other legal controls and regulations. In
addition, any performance support system provided by
federal agencies are subject to Rehabilitation Act of 1998.
More commonly known as Section 508, this act legally
requires electronic and information technology, including
performance support, to be made accessible to those with
disabilities.


Technical


As mentioned at the outset of this chapter, a narrow defini-
tion of performance support implies that performers should
receive on-the-job support using some type of electronic
device. Gery’s original focus on software procedures made
this requirement trivial: the performers she was focusing on
were assumed to be working in front of computers. However,
when performance support is extended to other settings—
such as supporting technicians repairing equipment in a
factory, warehouse employees driving forklifts, or military
mechanics servicing aircraft—one cannot assume that
performers will have such access. In these instances, one
must make sure that performers have ready access to perfor-
mance support systems that are not electronically based, or
select, procure, and deploy electronic devices for these
performers. Such devices include computer workstations
placed strategically throughout a factory, laptop computers
issued to sales representatives in the field, or even mobile
devices such as smartphones, personal digital assistants,
portable game devices, and MP3 players.


Conclusion
As demonstrated over the last twenty years, performance
support systems have been proven as an effective inter-
vention to support performers on low-frequency and low-
criticality tasks. Such systems can also be effective in
supporting tasks that are higher in frequency and critical-
ity, especially when combined with other interventions,
such as training, that focus on preparing the performer
before the job. Moreover, whereas performance support
systems were originally envisioned to help performers
successfully accomplish computer-based tasks, today
performance support is used to assist in the performance of
soft skills, physical and spatial tasks, a variety of other
activities. So even though performance support has evolved
beyond the scope of its original moniker (electronic per-
formance support systems), its impact will only increase in
the years to come as technology improves and we better
understand how to take advantage of the capabilities per-
formance support can provide.
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Summary of Key Principles


1. Performance support can be defined as a system that
provides performers with varying levels of access to
support information and tools at the moment of need.


2. The components of a performance support system
typically include a work interface that the performer
uses to complete the task, a performance support
broker that is employed to locate the resources and
information required to successfully complete the
task, and an internal (and perhaps external)
database where support content and resources may
be stored.


3. Tasks and information that performers do not
frequently work with and are not critical to the
organization are ideal candidates for performance
support. Performance support may also be used for


tasks that are high-frequency/low-criticality or low-
frequency/high-criticality, provided that performers
receive previous training on these tasks.


4. Integrate performance support as close to the work
interface as possible.


5. Blend performance support and training together in a
complementary way to solve performance problems.


6. Performance support should provide performers with
access to a broader range of content and resources
than that which they receive during training.


7. Leverage Web 2.0 to increase the timeliness and
quality of performance support content, and use
mobile technologies to increase access to performers
who may not have easy access to an electronic device.


Application Questions


1. You have been contracted by a major airline to help
streamline their new hire training program. Many of
their pilots have retired in the past year or are
approaching retirement. The airline is facing a severe
shortage of active pilots and anticipates this problem
will increase in the coming years. Senior management
has mandated that the training organization reduce the
amount of time their new pilots spend in training so
that they can begin backfilling for retiring pilots.


After conducting a content analysis of their new
hire training program, you believe that the time spent
in training could be reduced by providing new pilots
with some skills and knowledge during training and
other skills and knowledge on the job by using
performance support. Below is a sample of the
instructional objectives extracted from the existing new
hire training program. Which objectives would you
provide using upfront training? Which would be better
delivered on the job using performance support? Why?
a. Input the flight plan into the Primus 2000 naviga-


tion software.
b. Conduct a diagnostic of the Primus 2000 ILS


module.
c. Conduct an emergency landing.
d. Change the filter on the in-flight coffee maker.


2. Muzik Corp. specializes in audio hardware, software
and content for hotels, resorts, and theme parks. To
support its list of worldwide clients, Muzik has
phone-based help desks located in Manila, Miami,
and New Delhi. The company will introduce a new


line of products in the coming months, and you have
been tasked to prepare 500 help desk employees on
how to support this new product line. Given the
geographically disbursed audience and the volume of
new information, you decide that a performance
support system would be useful.


After some investigation, you discover that the
Muzik help desk employees already have access to
an existing performance support system. You also
find from follow-up interviews that even though help
desk employees know of the tool, they don’t actively
use it. Many comment they dislike having to switch
between TrackIt!, an application they use to
document each support issue, and other software
applications when they are troubleshooting issues
with a customer. Others share that the performance
support information is out of date. Upon reviewing
on your own, you discover that most of the
information in the system was high-level product
information from the marketing department.
Furthermore, you discover that the performance
support system was originally built by an intern two
summers ago and that he was the only individual
who could add or update content in the system.


Describe what you would do to improve the current
performance support solution. Be sure to identify the
key components of the improved performance support
system that you would create, including the
performers, work interface, performance support
broker, internal database and other optional features.
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Knowledge management (KM) is a revolution in the waywe manage information, and the way we share and use
it. More practically, for training/learning professionals, it
changes the way we see the boundaries of our practice,
from the tools and processes we use to our sphere of influ-
ence and the impact we make in organizations.


In this chapter, we will explore three sides of knowl-
edge management: its potential, pitfalls to watch out for,
and what this all means for organizational learning. We
will also look at the changing nature of the Web itself and
how Web 2.0 impacts KM.


What Is Knowledge Management?
Organizations are awash with data. Customer data, financial
data, employee data, product data, market data, and so on. To
make sense of all this data, we organize it in ways that are
more meaningful for us. We create tables and relationships,
documents and presentations, databases and websites where
data is transformed into information. When people use that
information to make a decision, change a viewpoint or take an
action, that information becomes internalized as knowledge.


Chapter 16
Knowledge Management and Learning: 
Perfect Together1


Marc J. Rosenberg
Marc Rosenberg and Associates


Types of Knowledge


In most organizations, knowledge is of four kinds: explicit,
tacit, common and undiscovered (see Figure 16.1).


Explicit knowledge is knowledge that can be codified or
documented in textbooks, magazines and newspapers, web-
sites, procedural manuals, user guides, audio and video pro-
grams, and training courses and other media.


Tacit knowledge is the knowledge of experience and in-
sight. There is usually much more tacit knowledge within an
organization than there is explicit knowledge, and it is often
more valuable. But, it is more difficult to identify, articulate,
and manage. When you look at your best performers and
ask yourself, “what makes them more productive, more in-
sightful, or just plain smarter than the others?”, you are often
asking questions about their tacit knowledge. It’s not just a
process, because you know that simply looking up steps to
that process will not get you all the way to equaling that
superior performer. There must be something more. So you
extract it the only way you know how, by asking and watch-
ing, over time, hoping you get the “nuggets” of insight and
expertise you are looking for. This is the challenge of tacit
knowledge.


Explicit and tacit are the most common ways of classify-
ing knowledge. In most cases, the goal is to turn as much tacit
knowledge into explicit knowledge as possible, despite the
inherent difficulties in capturing, describing, and codifying it.
But in determining the value of knowledge management in an


1Portions of this chapter are based on content from Marc Rosenberg’s
book, Beyond E-Learning: Approaches and Technologies to Enhance Or-
ganizational Knowledge, Learning and Performance, published by
Pfeiffer in November 2005.
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organization, two other views about knowledge may be more
useful. These perspectives—common and undiscovered
knowledge—go to the heart of what KM is supposed to do:
make information known and available to all who need it.


In any work setting, there are countless volumes of stan-
dard operating procedures, rules and regulations, training
courses, and manuals. But if you need specific information
and you don’t know where that information is, you’re as
much in the dark as if that information was never pub-
lished. Thus, the third type of knowledge is common (or org-
anizational) knowledge, explicit knowledge that everyone
who needs to know (or know about), actually does.


Finally, the fourth type of knowledge is undiscovered
knowledge. Undiscovered knowledge represents the great-
est challenge to any business. The product improvement no
one sees, the innovation that goes unnoticed, or the new idea
that’s buried in thousands of e-mails, all represent knowl-
edge that might greatly benefit the organization, if anyone
was aware of its existence. Sometimes undiscovered knowl-
edge stares you in the face, but you don’t see it. Other times
it’s buried in complex patterns of work activities and com-
munications, requiring a detective to ferret it out.


Defining Knowledge Management


KM strives to enable the easy and systematic creation of
explicit knowledge and facilitate its dissemination so that
it is commonly known. It seeks to create opportunities for
collaboration that bring tacit and undiscovered ideas to
the surface, where they have value.


Knowledge management is the creation, archiving
and sharing of valued information, expertise and insight


within and across communities of people and organiza-
tions with similar interests and needs, the goal of which
is to build competitive advantage. Essentially, it is
getting information from people who have it, to people
who need it.


KM requires a sound process, meaningful management
and organizational leadership, and unique software tools;
but like a three-legged stool, if you remove one of the legs,
the stool (KM) can’t stand. KM should not be confused
with training, which focuses on instruction rather than
information. It is not simply a website or a search engine,
although those are critical components. And it is not just
technology, which should be viewed more properly as a
critical enabler of KM.


Knowledge Management Myths


Knowledge management solutions fail most often when
those responsible for its design and implementation often
fall victim to one or more KM myths (Rosenberg, 2002):


• Myth: KM is all about knowledge storage. Archiving
information is good, but not nearly enough. We create
KM systems to harness knowledge for valued pur-
poses, such as profit, customer satisfaction, improved
product reliability, and enhancing human perfor-
mance. To view KM as just about information storage
and retrieval is to restrict thinking about how knowl-
edge can be used to add value.


• Myth: KM is all about technology. The rush to
first buy KM-related technology, and then figure
out what to do with it, confuses means with ends.
This approach has sent many KM initiatives toward
failure, jading lots of sponsors along the way. Under-
standing the business and performance issues for
which KM might be a solution, and then carefully
selecting the technology and tools that will help get
there, is a far superior approach to successful KM
implementation.


• Myth: KM solutions must be huge. Many KM projects
overreach in terms of what can be accomplished with
the resources (financial and personal) on-hand. A bet-
ter way to look at KM projects is to think big, but start
small (with a supportive sponsor) and then be ready to
scale up when the project is successful.


• Myth: KM is about knowledge control. Some organi-
zations institute a KM system to control or restrict ac-
cess to information. A better alternative is to do the
opposite—to democratize access to critical business
and technical content. Of course, there is always some
information that must be restricted, but in successful
KM systems, locking up information is done only
when deemed absolutely necessary.


Common or
Organizational


Knowledge


Undiscovered
Knowledge


Explicit
Knowledge


Tacit
Knowledge


FIGURE 16.1 The Four Types of Knowledge.








160 SECTION IV Performance Improvement


Collaboration


• Community membership
• Discussion groups
• Communication and
 collaboration tools
• Expert resources
• Personal documentation


Discussion, Web
conferencing,


document sharing,
idea marketplace


Content management,
document management,
searching


Peer-to-peer sharing of tacit
expertise, insight and experience


across the global community.


Codification


• Codified information database
• Business applications and tools
• Proprietary and syndicated information
• Training programs, conferences and
 other KM activities


The collective business and
technical information that
supports the organization.


Access


• Searching
• Personalization
• User interface
• Navigation
• System training,
 performance support, help


A single, easy-to-use, universal gateway to
all information and collaboration resources


Tacit &
Individual
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Knowledge
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New knowledge,
ideas, insights
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Applied Business
Intelligence
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FIGURE 16.2 Knowledge Management Components: Codification, Collaboration, and Access.


• Myth: If you build it, they will use it. If e-learning repre-
sents a major change in the way people are trained, re-
quiring special care in bringing them aboard, knowledge
management will require even more work in this area. A
comprehensive change management effort is essential
to any KM deployment.


Knowledge Management Components
Comprehensive KM systems are built on three main inter-
related components: codification, collaboration and access
(Figure 16.2).


Codification


Codification is focused primarily on documenting, and stor-
ing for easy retrieval, explicit knowledge. Perhaps the best
known codified KM system is the public library. Almost
anyone can quickly find the resource(s) they are looking for
in any library, including ones they’ve never been to before.
Why is this so? First, all libraries have a common organiz-
ing scheme, in this case the Dewey Decimal System (or in
university libraries, the Library of Congress System). These
classification approaches are based on metadata, “informa-
tion about the information,” to ensure that similar content
is stored, and found, in similar ways, regardless of who is


looking for the information, or who is providing it.
Metatags, systematically assigned to all content “objects”
(document, website, media, etc.), enable proper manage-
ment of the expanding knowledge base, while, at the same
time, facilitating searching, linking and browsing that’s so
essential in finding high-quality information in a reasonable
amount of time. A zip code is a good example of a metatag.
In a five-number code, say “12345,” the postal system can
identify the state, city, and district of an address, thus saving
countless hours of sorting and resorting (in this case, the zip
code “12345” is for Schenectady, New York).


Training materials are codified, explicit content. So are
books, maps, user guides, troubleshooting tips, frequently
asked questions, product specifications, websites, blogs,
wikis, podcasts, and the like.


Collaboration


The other side of knowledge management is collaboration.
Collaboration focuses on tacit knowledge by providing ve-
hicles for people to surface and share what they know.
Over time, this sharing validates the tacit knowledge to a
point where it can be codified and published. That’s how
best practices are born.


In the right environment, collaboration can be as natural
as breathing. Incentives that reward knowledge sharing
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rather than knowledge hording, leadership that promotes the
time people need to collaborate, facilitators who encourage,
manage and motivate collaborators, and tools that make it
all easy, are all essential for success. Even more important,
collaboration thrives when it reflects topics of genuine in-
terest or need, or when the collaboration facilitates the ac-
complishment of a work task in ways that are easier and
more reliable than previous approaches.


This is why the creation of communities, or communities
of practice, is so important. Efforts to foster collaboration
simply by setting up discussion threads or chat rooms have
largely been unsuccessful, primarily because people have
difficulty figuring out how to use these tools to solve mean-
ingful problems, or locate other people for assistance. In these
situations, they merely fall back on their more comfortable
methods of calling on colleagues who may or may not have
a correct answer, sending out e-mail blasts asking anyone for
help, or resorting to trial-and-error until they figure out what
they needed to know. Naturally, this can be extraordinarily
wasteful and costly, not to mention frustrating.


Communities of practice facilitate collaboration by en-
abling people with similar interests, needs and responsi-
bilities to work together across time and distance. Project
groups, trainers and their students, sales teams, commit-
tees and task forces, researchers, executives, user groups
and customers are natural candidates to benefit from com-
munities of practice.


It would be nice if everyone could collaborate in person,
at meetings, over lunch, or just in casual conversation
inside and outside the workplace. But the sheer volume of
knowledge and the increasing number of people who need
it, coupled with the decentralization of those resources,
requires technological solutions to make it work. The emer-
gence of online communities and networks has helped
define a new category of collaborative tools called “social
software” that moves significantly beyond the classroom to
embrace e-mail, threaded discussions, chat rooms, instant
messaging, synchronous conference tools, and other tech-
nologies (more on this later). These new technologies put
people in touch with each other, often in real time. They
also help identify who is available and when, use filters to
zero in on the right expertise, and ultimately document the
interaction for possible codification as explicit knowledge.


Collaboration also helps to surface experts. Oftentimes,
people who need information simply want an answer to a
question. They ask several people—perhaps a colleague in
the office, another person half-way around the world, a rep-
resentative in a call center, or a reference person on a website.
Through collaboration, experts can be identified to groups of
people who might benefit from the expertise. In addition,
experts can use a community of practice to post their knowl-
edge in a more explicit fashion, thus making the value they
add easier to manage and more available to more people.


Access


The interplay between codification and collaboration is
what drives value in knowledge management. But any KM
system is quickly overwhelmed if access to knowledge—
documents, websites, experts, communities, and so on, is
haphazard, difficult, or time-consuming. The key is to
synchronize all the knowledge into a well-defined com-
mon access strategy, where all knowledge seekers can
quickly find what they are looking for, and all knowledge
providers can contribute information and expertise in a
similar way that makes it easy to find.


Portals are one way to synchronize knowledge for a
user. “My Yahoo” and other websites that allow users to
customize what content they see, and how they see it, are
examples of portals. The key to the success of portals is
twofold. First, portals do not actually contain much
content; rather, they link to content on other sites. In this
way, the owners of the content keep it updated and the portal
just “points” to the content’s location. Second, portals are
usually customizable by end users, who can usually popu-
late the portal with content sources that are relevant and
useful to them.


It is not enough to package information in websites, on-
line training, documents in shared drives, or in countless 
e-mail in-boxes, because knowledge seekers still don’t
know where content is, and where or how to find it. New
search technologies enable the user’s knowledge require-
ments to be matched with knowledge resources (through
metatags) and displayed through the portal, which becomes
a gateway to the intellectual capital of the organization. This
is the process of making knowledge available to everyone.


As jobs become more distributed and less office-
centric, the ability to access knowledge anytime and any-
where will become increasing critical (Gotta, 2004). This
is what is driving the move to e-learning as a supplement
to classroom training. But just having access to online in-
struction will not be enough; access to online information
will also be required to support the performance of the mo-
bile work force.


Managing Knowledge Management


Behind the scenes there is a lot of technology making KM
work. Content and document management tools enable the
categorizing, archiving, and versioning of vast amounts of
information in a variety of formats. Sophisticated search
engines find specific information, and then can adapt it to
the user’s preferences for level of detail, content recency, or
selected sources, for example. Knowledge management
systems usually include an organizationwide database of
eligible users that allows the KM system to identify each
user and associated entitlements, such as allowing only
people at a certain level, or working in a certain department
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to see specific content, or restricting the ability to change a
document, while allowing everyone to read it. Links into
the organizational e-mail system allow users to be notified
when new content that meets their predefined interests
(e.g., “subscriptions”) is published. Finally, community
tools create member-based groups of employees, cus-
tomers, or partners that enable secure interactions around a
common interest, project, or goal.


When done well, all of this technology—from the
word processor that a contributor uses to create content
to the document manager that classifies and stores it, and
the search engine that finds and distributes it—creates a
seamless process that significantly enhances the value of
what the organization, and the individuals who comprise
it, knows.


Knowledge Management
Applications
Opportunities for knowledge management abound in all
types of organizations and in all types of functions. When-
ever people need to share information, work in teams, or
improve the efficiency of projects, KM can be a valuable
tool. Here are ten representative examples.


1. Call centers. KM is at work when hotel rooms are
reserved, users get support for their computers, or cus-
tomers seek product information for a possible pur-
chase. Call center representatives certainly should be
well trained, but training can’t possibly keep up with
the almost daily changes in product specifications,
prices and schedules. Today, the accepted expectation
is that a representative provides customers with infor-
mation from multiple databases of information,
and certainly does not recite it by heart. When service
levels decline, it is usually because the rep takes too
long to find the right information, supplies incorrect
information, or says those dreaded words, “I don’t
know.” Good KM systems fix this by better organiza-
tion and delivery of information to call center reps in
ways that make customer interactions seem easy and
responsive.


2. Customer relationship management (CRM). CRM
systems collect a vast amount of customer data, from
initial transactions to overall buying habits (past and
predicted). But this knowledge is useless unless it gets
to the right person in a timely manner. Training alone
could never keep up with changing customer demo-
graphics, buying patterns, and interests. Knowledge
management take a more real-time approach, asking
questions like, “who should get this information, when
should they get it, how is it different from ‘yesterday’s’


information, and, how should it be structured?” KM
systems collect CRM information, structure and parse
it into appropriate “buckets” of knowledge and distrib-
ute it to those who need it, when they need it, and in a
format they can use. For example, being able to get
customer buying behavior to the right marketing
managers at the right time creates tremendous com-
petitive advantage for inventory management, product
design and placement, and sales.


3. E-commerce. With the Web firmly established as a
critical piece of almost every company’s market strat-
egy, knowledge management is playing a more im-
portant role beyond the sale. Customer satisfaction
with after-purchase support is consistently cited as a
major factor when deciding if they will purchase ad-
ditional products from a company. As customers be-
come increasingly comfortable with e-commerce,
businesses are responding with online access to user
manuals, product demonstrations, troubleshooting
and support resources, user communities, online
training, and other knowledge-rich environments that
help build customer loyalty. The application of
knowledge management principles of content organi-
zation, searching and personalization creates a high-
quality user experience (as opposed to a chaotic one)
that strengthens this bond.


4. Government. Serving a diverse citizenry is as impor-
tant to governments as serving diverse customers is to
corporations. The challenge is to provide access to
mountains of public information, without overwhelm-
ing the user. Good KM practices help meet this obli-
gation, thus helping government agencies better serve
their constituencies. Today, most state and local gov-
ernments provide an extraordinary amount of infor-
mation on the Web. And the federal government
is moving quickly to do even more, especially at the
agency level (e.g, the Internal Revenue Service and
the Food and Drug Administration). But the biggest user
of KM is undoubtedly the military. The U.S. Army’s
information needs are so voracious that its KM
system, Army Knowledge Online, has trillions of doc-
uments and other resources, making it one of the
largest online repositories in the world. Imagine man-
aging all that information without a disciplined KM
approach!


5. Human resources. Human resource (HR) depart-
ments were early users of online information. As the
Web emerged in the 1990s, HR was quick to see the
potential of putting benefit information online, al-
lowing employees to manage their pay and medical
claims over the Web, in a self-service mode. Now, in-
ternal (and external) job markets and performance
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management systems are moving to the Web. And it’s
not just the forms and the process, but associated
tools and training as well. Because employees natu-
rally value this type of information, they quickly be-
came comfortable in the online world, making it
easier for the business to Web-enable information of
other business functions.


6. Information technology (IT). Perhaps nowhere else in
an organization is there more complexity and more
risk than IT. Today, no organization can succeed with-
out significant support technology; when it fails, the
business falters. Keeping track of a company’s sub-
stantial IT investment, from facility, hardware, and
software assets to the process documentation, user
manuals, and training that keeps it all running, is vi-
tal. When technology does fail, quick and reliable ac-
cess to accurate information for disaster recovery,
system restoration, troubleshooting, and the like, can
mean the difference between a short service interrup-
tion and closing down the business.


7. Partner-supplier relationships. As companies create
longer and stronger ties with partners and suppliers, a
symbiotic relationship develops and the need to share
information becomes essential. Through knowl-
edge management, businesses can share certain
knowledge with partners and suppliers, while restricting
information that should not be shared. For example,
the company can share its procurement processes with
suppliers to improve the supply chain. It can share
marketing materials with resellers to enhance sales.
And these partners and suppliers can feed product/ser-
vice performance, cost, and customer data back to the
business. In these ways, and others, knowledge shar-
ing improves productivity as all parties learn how best
to use mutually created and shared information to its
greatest advantage.


8. Professional services. Consulting and other profes-
sional services firms rely on the expertise of their peo-
ple as their primary and sometimes only asset. With
consultants spending most of their time at client sites,
their ability to access information, collaborate, and
learn would be severely restricted without KM. Tap-
ping into information databases and using technology
to support collaboration at a distance overcomes the
physical separation—from knowledge and from each
other—that consultants often feel. When executed
well, knowledge management enables individual con-
tributors to call upon the collective “smarts” of the or-
ganization as if they were just down the hall, rather
than across the country or around the world. And they
can represent those collective smarts to a client, which
significantly increases their value.


9. Sales. Salespeople spend most of their time with
customers, and often see office work and classroom
training as unproductive. Many sales organizations are
discovering that knowledge management can keep
distributed sales teams up-to-speed on customer char-
acteristics, product specifications, competitive intelli-
gence, and other key topics without reducing customer
“face time.” Furthermore, as salespeople learn more
about a customer or industry, they can feed that infor-
mation back to a small KM core team that republishes
the information to everyone else. This turns the tacit
knowledge of a single salesperson into explicit knowl-
edge, and ultimately into common knowledge as the
information spreads throughout the sales force.


10. Training. What should be apparent from these business
functions is that each incorporates knowledge man-
agement to support learning—customer learning, em-
ployee learning, and partner and supplier learning—in
a variety of unique ways. Likewise, training programs
can incorporate knowledge management principles.
There also may be times when training is a less appro-
priate solution to a learning or performance problem
than KM. How to recognize and capitalize on knowl-
edge management opportunities in this context is the
subject of the next section.


Knowledge Management 
and Training
When training is used to address performance problems,
the assumption is that an instructional solution is what’s
needed, that is, learners must be taught what they need to
know. This is often appropriate. There are countless skills
that people must be able to perform automatically—often
perfectly—without the aid of references or other supports.
Surgeons, pilots, soldiers, and quarterbacks clearly fall
into this group. There are also many roles that require
training as a prerequisite to performance, but after that,
much of the learning may be more informational than in-
structional. Salespeople must be trained to make a good
product presentation before they can win a sale. But once
in the field, knowledge about changing product specifica-
tions or customer preferences can be accessed more effi-
ciently than it can be taught. Call center representatives
need initial systems training as well as training on cus-
tomer relationship skills, but on the job, they rely on
knowledge databases to keep up-to-date on product pro-
motions and customer buying habits. Training will help
new managers develop coaching skills, but in the field,
they can also access online expertise if they face unique
supervisory situations.
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Seeing everything as just instructional in nature will
result in missed opportunities that limit the potential
for knowledge management and reduce overall learning
effectiveness. On the other hand, blending KM into a learn-
ing strategy significantly enhances the options available to
improve performance.


The Blended Learning Dilemma


Although computer-based training (CBT) has been
around for decades, until recently classroom training
dominated the learning landscape. CBT made little head-
way until the Internet virtually eliminated most of the
access and interoperability issues that plagued technology-
based learning. Because of the Web, online training was
able to put forth a compelling economic argument that
propelled it to the forefront of training innovation. The
mistaken assumption that Web-based learning would
some day eliminate the classroom has been replaced by a
recognition that balance between the value still offered by
classroom learning and the promise offered by online
training is what’s needed. The result is “blended learning,”
an approach to instruction that seeks to combine the best
of both worlds.


But this view of blending is woefully inadequate for
four main reasons:


1. It assumes that all learning solutions require an in-
structional approach, when informational approaches
may be more appropriate and more cost-effective.


2. It focuses exclusively on what happens in formal,
instructional environments (classroom or online). In
reality, most learning—about 90 percent of it—takes
place informally, on the job and in the context of everyday
work. Opportunities to impact informal, workplace
learning are often missed.


3. It drives all actions to what can be the most expensive
solution—training—without first considering less
costly alternatives.


4. Finally, by focusing on training solutions to the
exclusion of other noninstructional alternatives, there
is an increased likelihood that the developed training
may be inappropriate and may not yield the results
expected; that is, it may not work.


From Blended Learning to a Learning
and Performance Architecture


True blended learning crosses the line between formal and
informal learning. It must recognize that the learning
needs of people only increase as they apply what they’ve
been taught in a formal training setting to their jobs. Thus,
it is important for training professionals to look beyond
just the blending of instructional solutions.


E-learning is a lot more than e-training. By embrac-
ing knowledge management, as well as performance
support, the entire definition of e-learning changes to
include a much wider array—or blend—of tools and
approaches.


KM and Web 2.0


Modern knowledge management would not be possible
without the Internet. The Web makes it possible to access
and contribute information anytime and anywhere. But the
Web itself is changing, and with it, the practice of KM is
changing as well.


The “early Web” of the 1990s was focused on informa-
tion storage and viewing, a mostly passive experience.
Although there was lots of content, there wasn’t much in-
teractivity. Around 1998–2001, with the birth of e-commerce
(think Amazon, eBay, and others), the Web became more
transactional. We became comfortable with entering data,
including personal data, and completing a process online.
The Internet was now a two-way street. Today, the Web
is quickly moving from providing static information 
and facilitating transaction to a dynamic collaboration.
Commonly referred to as “Web 2.0,” it is a more interactive,
personable, and social experience.


Commensurate with the rise of Web 2.0 is the rise of
simple, inexpensive, and widely available tools that sup-
port podcasts, blogs and wikis, as well as Web conferenc-
ing and social networking. This fundamental sea change in
the way the Web is used should come as no surprise to any-
one. Today there are more than 100 million videos on
YouTube, 13 million articles on Wikipedia, and more than
200 million blogs on almost any topic. In a recent nine-month
period Facebook added 100 million new members and
1 billion iPod apps were downloaded.


What does this mean for learning? Plenty. First, it
means that learning has become more social than ever.
People learning from each other, through communities of
practice that are now facilitated by blogs, wikis, and social
networks, has become a commonplace universal occur-
rence. Second, it means that learning has become almost
instantaneous, as people can seek out information and
expertise at a moment’s notice, wherever they are and
whenever they need it. Third, it means a rethinking of the
role of training. The means to create content have become so
available that development is no longer the exclusive
prevue of the training department. Today, everyone is a
content creator and a content consumer.


Certainly, formal instructional solutions remain a corner-
stone of an overall learning strategy, but informal, work-
place collaboration, using Web 2.0 tools, is now an essential
partner in the process, sometimes more important than for-
mal training and sometimes less important, depending on
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the situation at hand. Accessing accurate, complete and val-
ued information is just as important as any training course,
as the distinction between informal workplace learning and
more formal training scenarios disappears. The role of the
instructional designer will grow to include advising organi-
zations on how to make the best use of new Web 2.0 tools,
even as the actual use of those tools transfers away from
training departments to line organizations.


Web 2.0 also has implications for knowledge manage-
ment. While complex, centralized systems may still be
appropriate in many situations, there is no doubt that sim-
pler solutions, based on simpler Web 2.0 tools and strate-
gies, are gaining ground. A well-designed wiki may have
more value than a larger information repository. Social net-
works and blogs may do more to facilitate collaboration
within and outside communities of practice than all previ-
ous tools combined. And, of course, the real breakthrough
is that anyone can learn to use these tools and become pro-
ductive in knowledge sharing very easily and very quickly.
The end result is that there will likely be two very different
types of KM. The first, more elaborate organizational sys-
tems, will house very large amounts of content and control
access and utilization according to a prescribed strategy.
The second, more low-cost and grass-roots knowledge
sharing and collaboration, will be more experimental, en-
courage more people to get involved, and generate more in-
dividual contributions to the “knowledge stream.” Social
networks, blogs, wikis, and other Web 2.0 tools are not nec-
essarily thought of as KM tools, but in fact they may come
to dominate the practice in the coming years.


Why Training Professionals 
Should Care About KM


Knowledge management is not just an interesting tool that
sits on the periphery of learning and performance; it is in
its dead center. Besides greatly expanding the notion of
blended learning, KM fundamentally adds new dimen-
sions to traditional training programs:


1. It makes interactions with original company resources
easier and more powerful. Because critical business
and technical information can be much more reliable
and accessible online, learners have opportunities to
use these materials to a far greater extent than before.
This reduces reliance on student guides and compels
the training organization to incorporate workplace
tools and documentation as primary learning materi-
als. Doing so adds tremendous authenticity to the
course by getting learners to interact with the same
knowledge resources they will use on the job.


2. Learner communities will become much more impor-
tant. Formal training is episodic. People come for a


week of training, then go back to work for some time
before they get back in the classroom. Online training
is the same way. Learners log on, take a course (or part
of a course), and then log off. If the program is good
enough, they may repeat this process many times. But
what happens between these events? A well-managed
community of students (and instructors) can be a pow-
erful way to continue learning even when they are not
in a formal class.


3. It should be much easier for workers to access learn-
ing content (but perhaps in a format different than
for the original course) on the job. It will become
extremely important for training organizations to
put training content online and keep it continuously
updated and available to everyone in the organiza-
tion, not just current learners.


On the job, knowledge management has even more im-
pact. With the bulk of learning taking place in workplace
settings and in the context of job performance, knowledge
management can be an indispensable resource in a number
of key ways:


1. Using powerful search, content management, and pub-
lishing technologies, access to critical business and tech-
nical information becomes not just easier, but a preferred
way of getting information in a timely fashion—anytime
and anywhere. Learning and performance is enhanced
because just the right knowledge is delivered to the right
people at the right time. This makes the business more
agile and responsive in the marketplace.


2. Access to expertise augments codified knowledge.
Workers can reach out across distance to communities
of practice and subject matter experts to get the
insights and perspective that come from experience.
New collaboration technologies enable this learning to
be captured and disseminated across the organization.


3. KM can streamline work by eliminating downtime
devoted to training. While training will not be elimi-
nated completely, more content can be built directly into
work processes, in the form of help systems, decision
tools, FAQs, performance support, and the like. Work
processes become more streamlined, efficient, and
easier to use.


While the convergence of KM and learning, especially
e-learning, may seem extremely advantageous, there are
barriers to overcome. The Brandon-Hall group (2001) suggests
four key obstacles:


1. Organizational and functional barriers. KM and
learning professionals are very much separated in most
organizations. They rarely talk or work on the same
projects, even though their goals are quite similar.
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TABLE 16.1 Knowledge management in action


Performance Challenge KM Approach
Why Training Wasn’t 
the Complete Solution


A major telecom company 
wants to land a global 
contract with a bank to 
handle electronic funds 
transfers worldwide.


Networking and collaboration. Several times 
a day, the sales team sent competitive 
intelligence and customer information to a 
core KM group at company headquarters, 
which, in turn, republished this critical 
information to everyone. Upon awarding 
the contract to this company, the bank 
commented on how well the entire team 
always “knew” the customer.


The team was already highly trained; 
any additional training would have 
been redundant. Thus, no training
resources needed to be diverted 
from the company’s core sales and
technical training programs.


Field technicians are 
having trouble fixing 
machines at client 
locations, resulting in 
increased costs and 
lower customer 
satisfaction.


Collaboration. Frustrated with new technical 
issues that were not covered in training 
and not addressed in the field manual, 
technicians began e-mailing each other for 
advice and help. Responses were often 
immediate and very useful. In addition, the
collaboration enabled the company to 
identify new problems much earlier than 
before, enabling it to solve them before 
any major negative customer impact.


Training and technical manuals, 
even online, were valuable, but only 
to a point. Additional training for 
each unique problem would have been
costly, but more importantly, would 
have taken a long time to reach all
technicians. Even a help desk had 
trouble responding quickly 
enough to some unique, previously 
undiscovered technical issues.


The IT department of a 
major New York financial
services company wanted 
to be sure everyone had
consistent and reliable 
access to key methods 
and procedures.


Knowledge repository. During a knowledge 
audit in connection with Y2K, the firm 
discovered that most technical knowledge 
was embedded in the “heads” of 
employees and that the ability of the 
firm to respond was dependent not only 
on finding the right person with the 
right knowledge, but also making that 
knowledge available to all in a reasonable 
time. The firm built a secure knowledge 
repository around critical IT procedures, 
including disaster recovery. After 
September 11, 2001, the firm was able 
to recover its operations much faster 
because this KM system was in place.


In order to ensure the right response, 
that is, the right performance, 
training had to be blended with 
access to critical business and 
technical knowledge. Besides 
ensuring the people were 
knowledgeable, training focused 
on how to use, and rely on, the KM
system, which contained key 
information that no single person or
group of individuals could master.


A global petroleum 
company must keep highly 
sophisticated production
equipment operating at 
peak efficiency. When
problems occur, it takes a
great deal of time to get
experts to the sites to
diagnose and fix the 
problem.


Collaboration and solution archiving. The
option of flying key experts halfway 
around the world was no longer viable 
due to cost and the scarcity of true expertise. 
The company built a collaborative network of
knowledge-sharing resources, including
videoconferencing tools that enabled 
experts to consult from a distance in a much
timelier manner. In addition, consultation 
can be captured and kept in a knowledge
repository for future reference, again 
improving response time and lowering costs.


While intensive training, 
coupled with significant on-the-job
experience, could increase the 
number of experts available, there 
were significant time and cost 
barriers that limited this approach.
Making the existing expertise more
responsive and available through 
KM technologies increased real-time
access to knowledge more 
substantially than could have been
accomplished through any long-term
training program.
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2. Divergent communities of practice. Professional
activities (journals, conferences, education) for these
two groups rarely cross paths.


3. Complex and ambiguous concepts. KM concepts still
need much more clarity and focus before they are
truly accepted.


4. Divergent technologies. KM tools and technologies
(and their vendors) are hardly known to the learn-
ing/e-learning community, and vice versa. There is
little effort to link the two technology sets—yet.


For the integration of KM and learning/e-learning to re-
ally take place, these barriers must be overcome; there
must be much more collaboration of the two practice areas.


Knowledge Management in Action


Knowledge management enables organizations to improve
human performance through easier, more direct access to re-
liable information and expertise, often bypassing interim
steps, like training. Sometimes, KM reduces the need for
training; other times it augments it. The key, of course, is con-
sidering KM when making design and implementation deci-
sions and when developing broad-based blended solutions.
Table 16.1 illustrates how this worked in four industry exam-
ples: telecommunications, services, finance, and petroleum.


Learning to Learn—In Real Time


By immersing people in a knowledge culture, not just a
training culture, they learn to be better knowledge seek-
ers and better researchers. They learn to discern impor-
tant and valid content from drivel. In doing so, they
develop a critical skill: the ability to identify, access,
evaluate, and effectively use information. Once this skill
is mastered and supported by a sound knowledge man-
agement strategy, KM will no longer be seen as playing
a secondary, supporting role to training. Rather, the re-
verse may be true. Knowledge management could be-
come the primary tool for disseminating knowledge in
the organization, with training playing a supporting, al-
beit continuingly important skill development and appli-
cation role.


Furthermore, waiting for a training course—in the class-
room or online—is no longer acceptable. Training profes-
sionals are well advised to expand their thinking about
what learning and e-learning are, and to include KM in
their repertoire of solutions. When information is needed
to win a sale, solve a technical problem, design a product,
or manage any other process, speed is the premier asset
of the competitive business. Learning through knowledge
management—in the workplace and in real time—is
essential for a smarter, more productive enterprise.


Summary of Key Principles


1. The amount and complexity of information
available today is so vast that it cannot be handled
by training (instructional design) alone. Direct,
well-managed, and reliable access to content is
essential.


2. Knowledge management is a broad array of
strategies and applications designed to enable people
to access accurate information in the right amount
and at the right time, anywhere they are.


3. Knowledge takes on many forms. It’s not just
documents and presentations; it is also the insights
and expertise people get from each other. This makes
collaboration an essential component of knowledge
management.


4. The tools for creating and managing content,
especially Web 2.0 tools (e.g., wikis, blogs, podcasts,
RSS, social networking), are getting easier to use and
more universal in their availability. This changes the
role of the knowledge management specialist
(or instructional designer with a knowledge


management orientation) from one of “technology
enabler” to one of “knowledge architect.”


5. The key tasks a “knowledge architect” must perform
involve planning how to identify valuable content,
organize it, and distribute it. New “Web 2.0” tools
are accelerating this point.


6. The new tools mentioned above create more
opportunities for learning at the workplace, at a
pace, time, and structure that is user-defined. This is
referred to as “informal learning,” as opposed to
more structured training programs (“formal
learning”). Much more learning takes place
informally than formally. This vastly expands the
notion of “blended learning.”


7. The influence of knowledge management and Web 2.0
on instructional design is profound, and requires
instructional designers to take informal learning into
account when developing curricula and overall training
strategies. The practice of instructional design will
certainly change to incorporate these new approaches.








8. This transition, to what many call “Learning 2.0,”
will not be easy. Effective change management
strategies will be needed to introduce these new
approaches into organizations. Refocusing on
“learning to learn” approaches will be essential as


we work to equip tomorrow’s workers/learners
with the ability not just to find content, but to
effectively evaluate its value, and integrate it
into their repertoire of skills and work 
processes.


168 SECTION IV Performance Improvement


Author Information


Marc J. Rosenberg is an independent consultant and
speaker in learning, e-learning, and performance improve-
ment, and author of two best-selling books on e-learning.


References


Brandon-Hall (2001). Learning management and
knowledge management: Is the Holy Grail of
integration close at hand? Retrieved August 22,
2010, from: http://www.jacqueslecavalier.com/
linked/lkmwp-080301.pdf


Gotta, M. (2004, January). On the road to knowledge
management (Delta Report 2726). Stamford, CT:
The META Group.


Application Questions


1. Describe a hypothetical (or real) example of how a
knowledge management system might be (or is) used
to support operations within one of the types of
organizations listed below. Your example should
be one other than those used in the chapter. Types of
organizations: (a) call center, (b) customer relations
department, (c) government agency, (d) military
organization, (e) human resources department,
(f) consulting agency, and (g) sales department.


2. Identify a real (or hypothetical) performance
problem that does (or might) exist in one of the types
of organizations listed in question one. Describe how
a blended learning approach, including the use of a
knowledge management system, might be used to
solve that problem.


3. Assume that you are working for one of the types of
organizations mentioned in question one. Further
assume that your supervisor is reluctant to approve
the development of a knowledge management
system for the organization. The supervisor has
asked you to write a one page memo describing three
reasons why a knowledge management system will
be useful to the company. Write the memo!


4. Imagine you are an instructional designer in the not-
too-distant future, where the use of Web 2.0 tools is
commonplace. How might these tools be used
outside formal course instruction to enhance
learning? And how might these tools be integrated
into a formal course design to enhance learning?
Provide an example of each.
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myths of knowledge management. Context
Magazine, 12–13.
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Chapter 17
Informal Learning


What Is Informal Learning?


Winston Churchill said, “Personally, I’m always readyto learn, but I do not always like being taught.”
Bob: There. That’s it. Many are like Winston


Churchill. They want experiences, immer-
sion. They need learning to be more like their
lives and less like a lesson. They want their
growth to be more linked to peers and the
workplace, and less linked to the classroom.


Allison: I am absolutely for that, for bringing peers
and continuous learning into the workplace.
But we must be realistic. Not all students or
employees, for that matter, choose these more
natural learning opportunities. Some do.
Many don’t. Would we wait for them to decide
when and what to learn if they were our
seven-year-old or our customer service reps?
What if they’d rather not learn to read or get
fluent on a new software package? What if
they’d just as soon pass on a trip to the Air
and Space Museum?


Bob: Well, that would be an issue, admittedly.
Allison: We are instructional designers. Our task, and


it’s a noble one, is to create opportunities to
help people and organizations achieve learning


and performance goals. I don’t think that’s
arguable.


Bob: Still, I think that too much of instructional
design is overly planned, one-way, expert
delivering to students, too distinct from 
life and work.


Allison: Then maybe the work of the instructional
designer is to integrate aspects of informal
learning into our plans, and in doing that,
enhance authenticity, experience, conviviality,
peer interactions, and even spontaneity in
learning experiences.


That is our purpose here. We’ll look at informal learn-
ing in many settings, such as museums, higher education,
and corporations, and all within the context of Web 2.0.


What is Web 2.0? And what does it have to do with in-
formal learning? Howard Jarche (2008) wrote, “Web 2.0 is
the growing set of tools and processes that allows anyone
to easily create digital content and collaborate with others
without any special programming skills.” In the early days
of the Web, only technical people—or those who could
purchase technical expertise—were represented online.
Their messages represent the Web 1.0 world. Now, as we
move to Web 2.0, the rest of us can teach, encourage, pon-
tificate, and exhort online, on topics from SAP to scurvy to
standard poodles.
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This democratization advances informal learning. Now
technology, such as wikis and blogs, stands ready to make
it easier for outreach, communication, collaboration, and
connection.


Informal learning has many looks. It is happening when
individuals chat over the cubicle wall with one another about
business strategy, search in a knowledge base for information
about swine flu, work together online to improve a speech,
share opinions with a coach about the Electoral College, com-
pare approaches to an ethical dilemma, and plunge a hand into
a pool with dolphins. It happens over coffee, online, at lunch,
in the lounge, at the museum, on the way to the parking lot via
personal digital assistants, and through e-mail.


Some organizations favor the term “work-based learn-
ing” over informal learning, because it highlights the value
of integrating lessons, information, coaching, and conver-
sation where it matters, close to the work. And while we are
interested in informal learning that occurs at work, we are
also intrigued with other environments, such as museums
and online experiences.


How Informal Learning Works
Let’s think about informal learning in light of six factors:
nature of the outcomes, nature of the experience, origin,
role of the student, role of the instructor, and role of the in-
structional designer. Note that no setting is specified be-
cause the possibilities exist almost everywhere.


Nature of the outcomes. While most informal learn-
ing has a reason for being, such as staying up-to-date on
equipment repair or fondness for astronomy or checking
out the work of a new artist, it is rare to find specific ob-
jectives and matched tests. That is one reason why con-
structivists are particularly keen on informal learning,
while objectivists acknowledge the benefits, but worry
about outcomes and measurement.


Nature of the experience. Informal learning tends to
be vivid, emotional, unexpected, and idiosyncratic. Indi-
viduals willingly immerse themselves in experiences that
are real, often social and essentially engaging. Informal
learning must attract and hold its participants; if they don’t
find the moments at the museum or the online chat with col-
leagues to be compelling, they will not elect to participate.


Origin. Where does informal learning come from? More
often than in conventional training, it happens because stu-
dents or employees make it happen themselves. Gay and
lesbian employees gather together online to support and
coach each other as they attempt to traverse the organiza-
tional ladder. Another group decides to invite auditors


online once each month to chat about the challenges they
are facing. Or, individuals keen on art and surfing queue up
to see a surfboard art exhibit, spending as much time read-
ing reactions from visitors as listening to voice-over from
the surfboard curator. While some examples of informal
learning are initiated by organizations, a frequent, but not
necessary, attribute of informal learning is that it is more of-
ten born of the efforts and interests of the people them-
selves, what is now touted in James Surowiecki’s 2004
book about the “wisdom of crowds.”


Role of the student or employee. Informal learning
depends on a willing, active individual. The father willingly
logs on to that website to talk with other parents about al-
ternative treatments for his autistic son. The middle schooler
chooses to take yet another look at the Civil War museum
exhibit. The woman who learns that her mother has been di-
agnosed with Alzheimer’s joins an online community to
learn what others are doing and to share her feelings and
questions. And the new sales associate fixes her schedule so
that she can be where many other sales people lunch.


Role of the instructor. Informal learning typically
does not involve a designated instructor. Instead, instruc-
tors serve as experts and coaches, facilitating with a light
hand, connecting people to resources and peers.


Role of the instructional designer. Informal learn-
ing may appear the way it sounds, offhand and natural.
However, the way it seems from the outside does not mean
that it is unplanned on the inside. There are distinct and
critical roles to be played by training professionals in de-
signing and nurturing informal learning in corporations,
agencies and museums. We’ll focus on this at the conclu-
sion of the chapter.


Why Informal Learning Has Value
Microsoft’s learning evangelist then, Bob Mosher, touted
informal learning in the July 2004 issue of Chief Learning
Officer magazine. Mosher described the popularity of infor-
mal learning with these words: “The first two [reasons for
popularity] have to do with immediacy and relevancy. In-
formal methods of learning are often found right in the work
environment. They are seen as techniques that a learner can
take advantage of right away and with work-related re-
sources. Another reason these methods are so popular is be-
cause they are often very short. Advanced learners tell us
that they don’t have the time or budget to attend more for-
mal learning. Even the immediacy of e-learning is seen as
something that will take too much valuable time.” Now
Mosher evangelizes for LearningGuide, a company that
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describes itself this way: “delivers targeted information to
your employees at the most critical ‘moment of need.’”


Mosher is acknowledging the shift in schools, govern-
ment, and businesses in two key directions: (1) toward
convergence of learning and work through technology
delivered at the point of need; and (2) to more authentic
approaches. In San Diego, school children spend a week
living in the country and learning about each other and the
natural environment. The goals are numerous, and it is
certainly not unplanned, but it is also experienced by the
students as educational, informal, convivial, personal, and
realistic.


Corporations are intrigued by movement to less train-
ing and more support, as needed. Rossett and Schafer
(2007) introduced a form that goes where the user goes,
always there, always ready to help with performance. In
their book, they introduced sidekick and planner perfor-
mance support systems, highlighting the difference
between on demand support that corrects spelling errors
and support that aids managers as they think about how to
construct a meaty performance review. In the first case,
sidekicks are there when and where they are needed, urg-
ing us to reconsider, with red underlining, the spelling of
the word. For planner support, on the other hand, managers
are reminded what to think about as they are about to con-
duct substantive reviews. No one is assessing individuals’
use of these support tools, or requiring them, or training
folks, how to use them. They are there; they help managers
get the job done with little fuss or room rental.


In an article in the Harvard Business Review, Brown
and Duguid (2000) described the value that comes from
learning in funky social groups. Their example came from
Julian Orr’s work at Xerox. Orr noted the divergence be-
tween the formal descriptions of their work processes and
the tacit improvisations involved in handling unforeseen
problems with equipment.


How did inexperienced reps learn, if the formal
processes enshrined in policies and training were not
accurate? Orr pointed to the informal aspects of their lives,
elements that contribute to getting the job done. For
example, the reps ate breakfast together. During the meal,
they collaborated on problems and shared war stories,
which probably led to enhancements in old documentation
and training materials.


Another appealing aspect of informal learning is that
it moves individuals toward autonomy. As many organi-
zations shift to policies associated with career self-
reliance for employees, informal learning is of special
interest as a means for developing independent habits. A
sales rep can study up on products on her own, as she
works in Singapore, even though the company is based in
Atlanta. A school principal can work online with a small
group and a coach to improve his presentation to the


school board. And a 60-year-old can visit websites that
help to reflect in systematic ways about readiness for
retirement.


Informal Corporate Experiences
When SDSU alumnus Ari Galper took a job at UPS in
Atlanta, he was expected to put on the brown and work in the
field before creating a moment of training. When queried
about his experiences on the trucks, he was very positive. He
noted that it was a great way to get a real feel for the busi-
ness, and to see the work from the perspective of employees
and customers.


Marguerite Foxon (in Rossett & Sheldon, 2001) de-
scribed the GOLD process, Motorola’s program to prepare
high-potential managers for success in her diverse, global
organization. They used action learning, which is a bridge
between formal training and daily life at work. Action
learning, according to Michael Marquardt (1999), engages
small groups in using what they are learning to solve real-
world problems, while simultaneously reflecting on the
learning process itself.


Foxon said about the project, “In designing GOLD, we
recognized that no matter how mind stretching and job rel-
evant the content is, training alone cannot accelerate the
development of a new generation of leaders. Tying the
course content to the business challenges provided our
managers with the perfect opportunity to put the new
learning into action, real time.”


Two alumni from Motorola’s GOLD process had this to
say about their experience: “When we were working hard
on our business challenge, we all felt like we might actu-
ally be able to make a difference in the organization. This
was different from attending other management/leadership
courses where you get all pumped up during the class
about the ‘right’ way to do things, then go back to your job
but nothing changes.”


Reality. Connection. Effort. Action. Serendipity. All were
critical to GOLD. They are also central to how Whirlpool
Corporation prepares managers. At a big house in Benton
Harbor, Michigan, new employees learn about company
products by living with them. When residing in the house,
employees are expected to wash and dry clothes, cook in mi-
crowaves, and unload and load dishwashers. As the company
says on its Web page, “Rather than studying from a book and
being tested in a standard format, these trainees really see
how their products work—from the end-user perspective.
Not only does this support an enhanced method of training,
it also provides a level of product confidence one could never
get from simply reading a stack of product operation manu-
als or attending a two-day training seminar.”


Not everybody or every topic lends itself to learning in
a house, as neat an idea as that is. For other immersive
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options, we turn to the elephant in the informal learning
room—the World Wide Web. In less than two decades it
has become by far the most powerful, pervasive, and pop-
ular informal learning venue ever.


If you’re old enough to remember BW (before the
Web), you’ll recall wanting to learn about something—
employee compensation, or performance analysis, or how
to make a business plan—the thousands, no millions, of
things we collectively want to know about or do. And
you’ll remember the trips to local libraries, writing away
for information (and waiting weeks or months for a reply,
if one came at all), hunting down local experts, scouring
every book and publication you could lay your hands on,
and eventually coming up with something that satisfied
your curiosity or your need to know. Today we all do the
equivalent of that search in minutes, thanks to the Web. Or
the Web knows that we are interested in business planning
or Lean Six Sigma and sends us “feeds” on the topic. This
is informal learning at its best, and—probably—the Web
at its best, too!


The rapidly expanding use of Web 2.0 or “social net-
working” (Facebook, Twitter, Plaxo, and the rest) is made
to order for informal learning. Enterprising learning and
performance people continuously push their organiza-
tions’ presence on Facebook and tweet both marketing and
performance support information. Specialized “profes-
sional” networks (LinkedIn, CareerBuilding.com, Plaxo,
and others) connect employers with prospective employ-
ees and in general provide informal networking within
self-selected interest groups.


There is cost to the shift to Web 2.0 strategies. Someone
in the learning organization must write, update, and tweet
new content. Someone must monitor quality and accuracy,
and in some cases, some must engage with attorneys to
balance freedom and risk.


The challenge, of course, is to create a valuable asset.
Instructional designers must work with sources to answer
key questions: What’s new? What’s odd? What’s contro-
versial? Thought-provoking? What links to the strategy of
the organization? What adds value to the life and experi-
ences of readers? Content experts, PR specialists, educa-
tional technologists, technical writers, lawyers, or even
savvy volunteers can do this work, but must balance the
organizational message with what will engage the audi-
ence. Beyond the modest cost of generating content is
overhead. No in-house or out-sourced IT to build and
maintain Web pages and databases, no print production
and mailing costs, no constant cultivation of media editors
and producers. The social networking utilities maintain
the servers, dictate or closely proscribe the presentation,
maintain the databases, and push content 24/7 everywhere
patron-subscribers connect to the Internet, including mo-
bile phones and home and office computers. As with any


initiative, these 2.0 efforts will succeed when carefully
evaluated to fine-tune and target.


The Museum Experience
What do museum experiences have to do with informal
learning? Quite a bit, we think. Although informal learn-
ing moves us away from the four walls of classrooms, mu-
seums take us somewhere else. That place is of central
importance. Those places come in many shapes and sizes.
There are art museums, science museums, and natural his-
tory museums. Aquariums, botanical gardens, and zoos all
qualify as museums, too. There are also park museums
(such as our national parks), social history museums (for
example, historic or ethnic costume or toy museums),
place museums (Colonial Williamsburg), and even enter-
tainment museums (Sea World and Disneyland qualify
here). As we’ve seen, informal learning in the workplace
can take place anywhere from the lunchroom, to the cubi-
cle, or the production floor. The museum experience, on
the other hand, requires . . . a museum!


Why then talk about the museum experience in the
same breath with the informal learning that takes place in
organizations? We think there are some important parallels
betweens the two experiences. One involves the attraction
we feel for authentic objects. Art provides an example.
Suppose you found yourself thinking, “What’s the big deal
with Leonardo Da Vinci’s Mona Lisa?” Online, via a Web
browser, you could find a variety (over 26,000 at this writ-
ing) of images of Mona Lisa—big ones, little ones, details,
parodies, you name it. You could spend as much time as
you liked, read a lot about it, and examine the picture itself
in minute detail.


Now suppose you heard that your local art museum was
bringing Mona Lisa to town? Would you say, “Naw, I
know what she looks like,” or “Hey, I can see her for free
right here on my computer?” It’s a good bet that you—and
many other people in your town—would pay handsomely
to get tickets to see the real thing.


The same holds true for other kinds of objects as well.
Students, faculty, and visitors stood in line recently at San
Diego State University for the privilege of a few minutes
viewing—through glass—a rare copy of the first printed
edition of the American Declaration of Independence. Cer-
tainly it wasn’t because they wanted to read it. More legi-
ble copies are available online or in books. And it wasn’t
because they hoped to gain new insights about the content.
Yet many felt drawn to just stand in its presence.


There is discussion about the phenomenon of the at-
traction of authentic objects in the literature on informal
learning (Paris, 2002), but few claim to entirely understand
it. Perhaps the closest anyone has come to explaining the
lure of objects is Nemeroff and Rozin (2000, cited in
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Evans, Mull, & Poling, 2002) who describe it as “magi-
cal.” Not magical in the supernatural sense, but rather as a
prevalent mode of human thinking that ascribes a transfer
of power or energy through proximity with celebrated peo-
ple or objects—hence the phenomenon of celebrity. Some
of the good (or bad) qualities of the original “rub off” on
those fortunate enough to approach or establish a physical
relationship, however tentative. In some eastern cultures
this manifests as the idea of “darshan” by which the disci-
ple gains enlightenment merely by being in the presence of
the master, or in some Western religions, healing or other
benefits occur in the presence of saintly relics.


Whether magical or not, experiences with authentic or
celebrated objects draw people to Greenfield Village in
Michigan to file inside the Wright Cycle Shop instead of
being content to watch a film reenactment of the first pow-
ered flight. It attracts visitors to the Museum of Costume
in Bath, England, to inspect the coat of a young Scottish
gentleman from 1720, instead of looking it up in a coffee
table book. And it is the power of objects that brings
adults and children to the Birch Aquarium in La Jolla to
touch and hold the creatures in a simulated tide pool, in-
stead of gazing at pictures on the Web in the comfort of
their homes.


Objects are often necessary—but not sufficient in
themselves—for a substantive experience. Museums also
rely on explanation and interpretation. Consider the labels
on the pictures in the Metropolitan Museum of Art in New
York City or the signage at the National Museum of
Natural History in Washington, D.C.; the audio tour in
Mystic Seaport in Connecticut; or the docent guide at the
Japanese American National Museum in Los Angeles.
Each of these helps visitors understand and appreciate the
objects themselves. A rock is just an ordinary chunk of
minerals without the label, “moon rock.” With the label it
is exotic, special, and worthy of attention.


How does this affinity for objects resemble the kind of
informal learning that takes place in organizations? We
sometimes refer to informal learning in the workplace as
“on-the-job-training.” Learning is driven by the real life
situations that arise. It happens in response to actual re-
quests from supervisors, authentic opportunities in the
marketplace, genuine problems with work flow, and so on.
These are not cases we’re reading about as part of a work-
shop exercise, or principles we study as an example of hu-
man performance technology. They are the real things, the
genuine articles. They resemble life and work in a way that
only the real bicycle shop, authentic copy of the Declara-
tion, and the living creatures of the tide pool can. These ob-
jects, environments, and situations are more gripping than
“mere” media representations.


There is another important similarity between muse-
ums and informal learning in the workplace. When viewed


from the visitors’ perspective, of course, time in a museum
is unstructured. But that informal environment is the prod-
uct of careful design processes by museum administrators,
exhibit designers, and educators. As with informal learn-
ing in the workplace, someone in the museum is trying to
put magic in a bottle, and at the same time, assessing au-
dience needs, specifying purposes, devising strategies,
evaluating results, and continuously improving efforts.


Can museums take their place alongside other informal
learning strategies in organizations? Why not? The
Motorola Museum of Electronics in Schaumburg, Illinois,
targets employees of Motorola along with their families
and the community. The goal of the museum seems not to
be to help workers improve their performance, but rather to
foster appreciation of the importance of communications
technology, the role of the company in the development of
technology, and even the wonder of semiconductors and
radio waves.


Organizations interested in using the Web to support in-
formal learning might look at how museums have made good
use of this learning tool. It wasn’t long after the dawn of the
Web era that museums began not only putting samples of their
wares on line, but actually building whole virtual museums,
making entire collections accessible to geographically and
economically far-flung audiences. That may have seemed a
risky strategy at first—if all our “goods” are online, why will
they come to visit us? We’ll be giving it away and go bust!


Far from destroying these institutions, the Web has
proved to be a lure, a teaser that ultimately brings some of
that wider audience through the doors as paying visitors
and patrons. It goes back to the “magic” of objects. Yes, a
multimedia database of centuries-old Japanese scrolls can
be more informative than the object itself. You can view it
microscopically and x-ray it. You can restore its original
vividness, narrate it in multiple languages, and display it in
the original context.


All that is satisfying in and of itself, but it also tends to
raise the mystique—the draw—of the object itself. Once
we know all about it, it’s even more a celebrity than before,
and we want to stand in its presence and bask in its aura.
Given the opportunity, we want to do what every museum
director sighs with relief about—we want to visit. Virtual
museums abound, but brick-and-mortar museums have
flourished in concert with them.


Museums and other public informal learning organiza-
tions are also picking up on Web 2.0 and social network-
ing tools. Museums large and small, from the Metropolitan
Museum of Art in New York City to the University of Man-
chester Museum in the United Kingdom, maintain Face-
book pages, Twitter accounts, and other social networking
activities.


The advantages start with marketing. Traditional direct
mail, newspapers, and other print publications, and radio
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and television might hope to get patrons’attention every few
weeks. Social networking participants could expect to see at
least the name of the organization showing up in their tweets
or updates daily. With well-composed hooks and the user-
generated chat that accompanies, some patron-subscribers
can be expected to visit the organization’s website and even-
tually a gallery or other physical venue.


One modern art museum at a University of California
campus jumped on the social networking bandwagon early
on by setting up a Facebook page, but treated it as they
would a conventional Web page, updating it monthly. Rec-
ognizing the oversight, they enlisted the help of smart,
young interns to show them how best to use the new social
networking utilities. Now their Facebook presence is up-
dated more frequently, dynamic and edgy, much more ap-
pealing to their audience.


Taste Wine and Informal Learning
Individuals are also keen on informal learning, for topics
like fitness, investing, and wine. Let’s use wine to illustrate
how informal learning is catapulting lessons, information,
and guidance closer to the real world.


It is easy to find examples of nuts and bolts online educa-
tion about wine. Wine Campus (winecampus.org) describes
its online classes as “modern-age correspondence classes;
only more engaging and participatory. It’s an educational
system that uses personal computers to transmit printed text
as well as audio and video files. With our set-up those learn-
ers disadvantaged by limited time, distance, opportunity or
physical disability too can learn about wine!” With wine ex-
perts serving as tutors, participants learn at their own pace,
with a new lecture delivered nearly every seven days.


While the topic might surprise, the approach is classic,
but not informal. The lessons are conceived and delivered
by experts. The experience is individualized. The goal is
for participants to learn prespecified outcomes.


Now let’s move to a more “informal” treatment of wine
basics. A group of graduate students in educational technol-
ogy at San Diego State University created Wine Know!
(http://wineknow.dntcorp.net/). They too promise to address
outcomes about grapes, wine production, and pairings with
food. And they attempt to achieve these outcomes through
messages from experts, although, as students not somme-
liers, they acknowledge weaknesses in this regard. The
SDSU group delivers modules through Adobe Captivate.
Participants may select what they will study and the order in
which they will study it.


But there is more to Wine Know! than modules. There
is also community. These instructional designers decided
that their outcomes required continuous conversations, not
just knowledge driven to memory. As you taste and learn
about wine, you are encouraged, even expected, to share


the experience through a blog or the online forum. These
activities help promote social networking and social learn-
ing. One pressing social issue defined by participants:
where are the good wine bars in San Diego?


While Wine Know! and Wine Campus both include for-
mal learning components, two iPhone applications, Wine
Steward and Wine Guide, include nothing formal at all.
They are all performance support, delivered when and
where needed, from restaurants to supermarkets to parking
lots. Wine Steward (http://smartywine.com/) provides sup-
port when seeking just the right pairing for a particular en-
trée. What works well with shrimp scampi or tofu stir fry?
The program delivers several recommendations tailored to
your tastes. It is the tailoring that is most interesting. It’s not
just any wine that works with the entrée, it’s one that suits
you. They know what suits because they have asked you
many questions. They know you kind of like the smell of to-
bacco and are willing to spend more than $50 for a bottle.
That leads to tailored content/recommendations delivered to
you when you require it. A perfect example of performance
support, provided just when it is needed! What a concept!


Informal Learning and the Business
of Training and Development
Howard Jarche and Jay Cross (2009) are impatient about
contemporary training and development organizations and
practices. They call for nothing short of a revolution, with
resources shifted to workplace-based support and educa-
tion, yes, informal learning, and involving a steep reduc-
tion in formal, scheduled classroom events.


We see their point. We too doubt the influence and trans-
fer associated with traditional, formal instruction. Now is the
time for more vivid, timely, collaborative, and workplace-
based delivery.


Which brings us to the question of what instructional
designers will do in this more informal and distributed
context. The challenge for the professional is unique—
how to encourage informal learning without taking away
its grassroots, idiosyncratic aspects. Rossett & Sheldon
(2001) highlighted several ways that learning and perfor-
mance professionals can leverage informal learning.


Find It


How much informal learning is going on in your organiza-
tion? Note examples and anecdotes. Find the people and
groups who do it and profit from it. Collect favorite home-
grown job aids, blogs, wikis, and knowledge bases. Where
is it happening? When? How did it start? Why does it en-
dure? To what challenges does it contribute? In what ways
is technology involved? Is access universal? How can it be
more so?




http://wineknow.dntcorp.net/



http://smartywine.com/
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Learn from It


How are mentors making a difference? What materials are
being created by tutors, high performers, and coaches and
handed off from employee to employee? How can you
leverage the impact of these informal artifacts? Where do
people gather? What rivets their attention? What topics pro-
vide focus for online communities? What wisdom, errors,
and misconceptions are being conveyed? How can you sec-
ond key messages and correct flawed information? At a
meeting with financial services people, a large group ex-
pressed concern about inaccurate online messages. Clearly,
the shift to informal approaches yields many good things—
and new opportunities for concern and monitoring.


If employees are chatting online about a customer prob-
lem or how to fix a software bug, perhaps this topic should
be introduced into formal classes or the knowledge man-
agement system. Lunch conversations about new global
efforts could become the basis for an international men-
toring program, whereas war stories about customer com-
plaints could be repurposed into elements in classes or
online modules.


If employees are coming together online to chat infor-
mally, are there ways to seed their efforts and direct that
energy to strategic goals? Can you sponsor action learn-
ing groups that devote attention to substantive priorities,
as Motorola did? Can you extend classroom messages
through performance support tools and online conversa-
tions and e-coaching? Should you be redefining the role
of instructors to extend beyond four walls?


Honor It


There is a fine line between recognizing and valuing in-
formal learning and changing its nature with structure, at-
tention and kudos. Provide examples of coaches and
e-coaches at all levels in the organization, from the CEO
mentor to the truck driver peer tutor. Consider involving
informal learning leaders in formal training events. Do
they want to teach? Produce videos with their ideas and
stream them around everywhere. Schedule synchronous
presentations and archive them for continuous availability.
Give credit where it is due, but ask first. Some informal
learning participants prefer the ad hoc and sub rosa nature
of their contributions and relationships. Others will enjoy
the advocacy of the organization.


Support It


Look for small ways to be a friend to informal learning.
Look for ways to participate, to encourage. How can you
plant the seed during orientation and training? Can you as-
sure space in a building? Provide a pizza? Connect the group
to a person familiar with the technology that interests them?


Is it time to create a website and knowledge base to support
their efforts? Does the informal group want more people to
know about their existence? Can you help a group in a dis-
tant land to upgrade its technology platform? Can you pro-
vide an informal guide to informal groups as part of
orientation? Do instructors know about the ways that their
messages are represented in the underground, informal net-
work? Change the shape of onboarding to reflect and intro-
duce informal means into development and support.


Redefine Roles


If employees are thriving when coached on the job, it’s time
to consider ways to encourage it more broadly. Are you put-
ting e-coaching methods in the hands of instructors? Can
such coaching be modeled and defined in classes? Might
the role of instructors be changed to involve more coaching
and follow up in the field and less presentation in classes?
The Defense Acquisition University (DAU) has moved in
this direction. Are managers recognized for the ways that
they nudge professional development? Is it part of their per-
formance appraisal process?


What about individual employees? Perhaps the most
important role for museums and other informal learning
environments is that of promoting the love of learning it-
self. If we are born to learn, and some are put off to some
extent by formal schooling, informal learning in any of its
incarnations has the potential to revive an innate urge to
understand and communicate.


Into the Future
As we move to the future, we expect that the distinction be-
tween formal and informal learning will diminish. Now,
still, when a customer asks for training, he or she envisions
a room with an instructor and students. Some clients today
incline toward an online module too, and a few are begin-
ning to think about the possibilities presented to them by the
smarts that reside in their organizations. They are eager to
make sure that those ideas are captured, stirred, and shared.


What we see for the future is a richer palate from which
professionals can paint. It would include dynamic displays
and experiences provided by museums, as well as relation-
ships, online and in space, cultivated by peer teachers and
coaching colleagues. And it would have classroom experi-
ences side by side with phone coaches, online communi-
ties, blogs, wikis, and knowledge bases. Which is formal?
Which informal? Why would we care? We don’t. What we
care about is the ability of professionals and employees to
make learning happen, continuously, and not just in the four
walls of the classroom. Informal learning presents more
and varied ways of creating options for individuals and re-
sults for the organization. Isn’t it time to integrate the ap-
proaches and roles and forget about the tag?
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Summary of Key Principles


1. Informal learning shifts responsibility to the learner,
leveraging new technologies to make education,
information and support available where they are
most needed, close to work and life.


2. Informal learning is about outcomes that honor the
process, focusing on the experience, on
collaboration, and on the wisdom we know resides
within people.


3. Informal learning is appealing because it relies on
less formal training, in rooms with instructors, and
more reliance on programs and people insinuated in
work and life.


4. Technology enables more informal learning because
it creates vivid experiences, such as those now
available in museums and online, and through
mobile devices that help people make decisions
about topics from the sublime (more ethical
decisions) to the ridiculous (what wine to pair with
sausage and ziti I am serving tonight).


5. Informal learning really isn’t all that informal, not
when it must be authenticated, managed, and
updated, and when organizations must deploy
change management to assure its influence.


1. Assume you are working for the training department
for a large automobile manufacturer, and that your
particular training group focuses on improving the
sales skills and product knowledge of all of the car
salespeople working for the company. Each year new
courses are created for all of the sales personnel. You
have now worked for the company for several years
and have found that much of what the salespeople
learn is done through informal means, such as
discussing sales techniques with other salespeople at
their car dealership and with salespeople from other
dealerships when they attend the annual convention
of sales personnel. You would like to start a project
designed to promote and enhance these and other
informal learning experiences, but your supervisor is
reluctant to have you devote any time to this effort.


Write a one or two page memo to the supervisor,
explaining why you think it will be worthwhile for
the company to support the type of project you are
proposing.


2. Assume you are a professor in the Department of
Instructional Design and Technology at Solid State
University, and your chairperson has asked you to
propose a series of strategies to promote informal
learning among graduate students in the department.
Describe:
a. how you will identify the types of informal learn-


ing activities you will focus upon;
b. the specific activities you think you might identify;


and
c. how you will promote and enhance each of those


activities.
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Chapter 18
Instructional Design in Business and Industry


One of the primary arenas for the practice of instruc-tional design (ID) has been within the private
sector—primarily in business, industrial, and military en-
vironments that is likely the result of the steady growth of
employee training1 as an integral part of most organiza-
tions. In the United States alone, the training industry was
a $134.39 billion endeavor in 2007, up from the 1999
estimate of $62.5 billion (Paradise, 2008). Remarkably,
these data are only partially descriptive, because they
reflect only the direct cost of formal training in organiza-
tions with one hundred or more employees and ignore
informal, on-the-job training and training in smaller firms
throughout the United States. Approximately 40 percent of
the $134.39 billion training expenditure was spent on
external instructional designers (i.e., consultants) resulting
in a decrease in the number of instructional designers
directly employed by the client organizations (Sugrue,
2003). Moreover, such growth is not unique to this coun-
try, but is duplicated to a great extent worldwide. While
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business and industry continues to expand globally, the
demand for employee training increases.


This growth reflects an emphasis not simply on produc-
ing a more knowledgeable workforce, but increasingly on
improving employee on-the-job performance and on solv-
ing organizational problems. Instructional design today en-
compasses much more than simply producing instruction.
It is now associated with analyzing human performance
problems, identifying root causes of those problems, con-
sidering a variety of solutions to address the root causes,
and determining and implementing the appropriate solu-
tions (Rothwell & Kazanas, 2008).


The expansion of instructional design practice in the cor-
porate sector over the past thirty years, not surprisingly, has
been complemented by the increase of new approaches to
instructional design and the related growth of designer com-
petencies. The majority of ID practice has been dominated
by instructional systems design (ISD) models (e.g., Dick,
Carey, & Carey, 2001; Morrison, Ross, Kalman, & Kemp,
2011; Seels & Glasgow, 1998; Smith & Ragan, 1999) or by
similar models adapted specifically to the business environ-
ment (e.g., Rothwell & Kazanas, 2008). In most cases, the
performance improvement orientation is also rooted in ISD
with an emerging use of competency modeling as a means of
leveraging performance for an entire workforce (Dubois &
Rothwell, 2004).
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1We are not distinguishing here between the concepts of “education” and
“training.” Consequently, under the umbrella of the term “training” we
are including all types of professional development activities, from tech-
nical training to executive development.








TABLE 18.1 Instructional design team members


Team Member Assignment


Instructional designer(s) Duration of project or design phase
Subject-matter expert Begins with analysis stage and stays through production
Evaluator Duration or starts prior to conducting formative evaluation
Project manager Duration, often starts prior to design planning phase
Text editor Begins during production
Multimedia/computer programmer Begins after strategy design or at start of production
Video/audio production Begin at production phase
Scriptwriter After strategies are designed or at production phase
Graphic artist Begins with production phase
Translator Begins with production phase
Learners Begin with learner analysis and continue through formative evaluation
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In this chapter we will expand on the nature of instruc-
tional design practice in the business environment today.
We will discuss:


• the role of instructional designers and others on de-
sign teams in the design process;


• current constraints in instructional design in business
and industry; and


• trends in corporate instructional design and develop-
ment, including cross-cultural design, the demands
for cycle time reduction and increased effectiveness
and efficiency.


The Nature of Instructional Design 
in Corporate Settings
The growth of instructional design in the corporate sector
has resulted in different approaches to doing instructional
design. In this section, we will examine these approaches
and the factors that can constrain or facilitate the design
process.


Roles of Instructional Designers


There are three very broad categories of roles that instruc-
tional designers may take in a corporate setting. Particular
approaches can vary by organization and by project. The
following is an examination of each approach.


Sole designer. In the past, it was only in some smaller
companies and on small-scale projects that an instruc-
tional designer might serve as the only “permanent” team
member. With the reduction in the physical size and
budgets of training departments due to recent economic
climate changes, however, the instructional designers of


today may find themselves in a large corporation not only
as the sole designer on a project, but also the project man-
ager and media producer. In these cases, a subject-matter
expert typically provides the designer with the neces-
sary content to develop the instructional materials and is
involved only as needed. Design, development, assess-
ment, formative evaluation, revision, and implementation
are typically the responsibilities of the designer. During
the production phase, the designer might hire a photog-
rapher, video crew, or graphic artist to assist with the
technical aspects of the production process, but maintain
overall control and responsibility. The subject-matter ex-
pert may also be the instructor, in which case he may take
a greater interest and responsibility in the design and im-
plementation of the intervention. In some cases, imple-
mentation of the instruction may conversely fall on the
instructional designer as a result of shrinking training
budgets.


Team member/leader. Larger scale and cross-cultural
projects typically require a team approach. The number of
instructional designers can vary from one to several, and the
responsibility level can vary from that of the senior or lead
designer to the instructional designer or technologist. Other
members of the team will vary depending on the learners,
the type of technology used for delivery and the scope of the
project. Table 18.1 provides a list of possible team members.
Teams themselves vary depending on the type of organiza-
tion and the complexity of the project. Three of the more
common types of work teams are virtual teams, cross-
functional teams, and contractor-led teams.


With increased globalization and decentralization of or-
ganizations, instructional designers participating in or
leading project teams in organizations are more likely to
find themselves part of a virtual team, rather than a team
located at the same physical site. Whereas a traditional
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team works in the same building and can physically meet
together, members of a virtual team are located in different
places. In some cases, the team members may be in the
same general geographical area, but unable to physically
meet. More common, however, are virtual teams with
members in different time zones within one country, or in
different countries around the globe. Virtual design teams
must use forms of electronic communication for needs
assessments, design reviews, and meetings. With the cre-
ation of communication tools including Skype, I-Chat,
Google Docs, Microsoft’s Net Meeting, and Adobe Con-
nect, virtual team communication once thought of as
costly through conference calling and videoconferencing
is now inexpensive and efficient. The challenges of today’s
virtual team is working together across numerous time
zones and on similar workdays for the various locations as
instructional designers now find themselves working in
extremely diverse cultures across the globe.


Today, much of the design work in major companies is
outsourced to organizations or individuals offering design
expertise. As a result, many instructional designers work-
ing in major companies have experienced a subtle shift in
their role. Much of their time is now spent as project man-
agers and supervising contractors with varying degrees of
instructional design expertise. Coaching the external de-
sign team on the culture of the organization is an important
role of the instructional designer in these situations.


External designer/consultant. The external instruc-
tional designer/consultant is hired by the client company
to produce a product or lead a project. Typically, the in-
structional design team consists of all external members
except for the subject-matter expert and at times the
project manager who is provided by the client’s company,
although on occasion, the subject-matter expert might also
be an external consultant. Current economic decisions
have led companies to reduce in-house training depart-
ments and increase the use of external consultants for per-
formance improvement support. Oftentimes, an external
designer is hired for what the client may see as a “training”
problem. The expert designer must then use her skills to
perform a complete needs assessment in an effort to iden-
tify the problem and its causes. The instructional designer
must communicate and educate the client by recommend-
ing the best solution which may not match the initial
request. The skill set of the external designer/consultant
must include the ability to build a relationship with the
other players in the instructional design process as well as
selling the best solution to the problem.


Roles of Other Players


Client. One problem designers face when starting a new
project is identifying the client with the primary decision


making responsibility (Foshay, 1988; Morrison, 1988; Tess-
mer, 1988). Often, there is more than one client for an in-
structional design project. In the simplest environment the
client “owns” the problem usually because he or she is the
supervisor or manager of the target audience that has a per-
formance problem. When the designer is a consultant, or
when the funding of the project is at issue, it is often more
difficult to identify the client. For example, if the designer is
working as an external consultant there may be two or more
clients. First is the individual who is funding the project,
who may be called the decision maker as he has signed the
contract, and second is the owner of the problem (e.g., man-
ager of the target audience) (Foshay, 1988). An additional
level of complication is added when one manager funds the
project and another individual serves as project manager or
decision influencer who may be the primary contact
throughout the project and the conduit between the design
team and the decision maker. When we add the individual
whose performance is expected to improve or the trainee,
the client list grows to four! Some projects are even more
complicated when one considers external subject-matter ex-
perts or others who can influence design reviews or deci-
sions. While each instructional design project will have at
least one client, the designer must identify all of the clients
who can influence the process and final product and deter-
mine how and when to communicate with each one. Identi-
fying the various clients and their responsibilities and
expectations will help the designer to solve and to prevent
problems.


Oftentimes there are differences in the perceptions of the
instructional design process between the client and the in-
structional designer (Loughner & Moller, 1998). Clients, in
an effort to keep the project in budget and adhere to time
constraints may not value the importance of conducting cer-
tain instructional design tasks such as needs analysis or
formative evaluation. Furthermore, instructional designers
may experience frustration when designing instruction due
to the lack of client understanding of the instructional design
process. It is the role of the instructional designer and the de-
sign team to educate the client(s) on the entire process and
the purpose and value of each step the team needs to com-
plete as part of the design process.


Subject-matter expert. One of the responsibilities of
the client is to identify subject-matter experts (SMEs) who
provide the designer with the necessary content to develop
the instructional materials (Morrison, 1988). An SME’s
time commitment may range from a few days during the
front-end analysis to a major commitment throughout the
life of the project. Adequate access to an appropriate SME
is critical to the project (Foshay, 1988) as they may provide
the content during the task analysis and review drafts of the
instructional materials.
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Constraints in Instructional Design 
in Business and Industry
There is often a performance gap caused by constraints be-
tween actual and ideal practice in instructional design.
There are three types of constraints that impact the design
process: context constraints, designer-related issues, and
project management versus instructional design.


Contextual Constraints


Contextual constraints are interrelated conditions in which
something exists or occurs and are important factors in in-
structional design (Tessmer, 1991; Tessmer & Richey, 1997).
Context in this case may include the organizational environ-
ment, including the time and resources for a design project,
the locus of control for decision making, and the tools and
techniques available to the instructional designer. The fol-
lowing paragraphs describe three types of contextual con-
straints that can affect the design process.


Time and resources. Time and resources constraints
include lack of enough time, lack of client support, and lack
of money to perform the instructional design activity. These
constraints can result in an environment where it is difficult
to perform ID functions. Negotiating access to the SME’s
and target audience, the work environment and content are
critical in the reduction of time and resource constraints.
Design projects are often initiated by accepting a proposal
written in response to a request for proposals (RFP). The
proposal written in response to the RFP must address the
client’s underlying need to limit risk on the project by spec-
ifying products and costs (Foshay, 1988). Although a client
may not value every design activity, the proposal should
include all of the activities the external designer/consultant
believes necessary to produce the optimal instructional
design product. A well-written proposal is the initial vital
step in establishing the client designer relationship while
reducing time and resource constraints.


Locus of control for decision making. The second
contextual factor involves the designer’s locus of control
during instructional design decision making. Studies
(Tessmer & Wedman, 1992; Winer, Vasquez-Abad, &
Tessmer, 1994) indicate that designers’ locus of control
during design decision making is less than ideal where
numerous design activity decisions may be made prior to
their involvement in the design project.


Tools and techniques. The final contextual factor is
the use of the tools and techniques designers have to per-
form their tasks such as instructional design models. In-
structional designers are trained to use an ID model as a


roadmap while performing instructional design activities.
These tools, however, most often have not been tested for
accuracy and effectiveness, which may inhibit designer’s
tasks rather than assist them. In business and industry set-
tings while working with generic and corporate specific ID
models during design activities, designers can conduct in-
ternal and external model validation studies (Tracey, 2007;
Tracey & Richey, 2007). The results of these data can ulti-
mately assist the designer in determining which models
work best on various ID projects. This practical research
technique will ultimately improve the tools used in the de-
sign process while documenting best practices for the
design team and the clients served.


Designer-Related Constraints


Designer-related constraints are those that the designers
may bring to the design project. These include perceived
necessity of a particular activity, philosophical beliefs, and
theoretical perspectives, and designer expertise.


Perceived necessity. Designers lament that clients in
business and industry often do not understand and approve
certain design activities including assessing learner char-
acteristics, task analysis, and follow-up evaluations. Yet
studies (e.g., Loughner & Moller, 1998) have shown that
when instructional designers do not perceive a design
activity as necessary, they tend to perform it less often. So
while we agree that clients need to understand the purpose
and value of performing the needed design activities,
designers also need to understand and embrace the con-
straints imposed by the client.


Philosophical beliefs/theoretical perspective. Re-
search suggests that the designers’ philosophical orien-
tations (e.g., modernism, critical theory, pragmatism,
objectivism, postmodernism) guide them in performing ac-
tivities in a certain order or eliminating activities altogether
(Visscher-Voerman & Gustafson, 2004). It is important that
instructional designers and the organizations they work in
identify their philosophical and theoretical beliefs as these
beliefs will ultimately guide them. The designer’s philo-
sophical orientation about how people learn and how in-
struction should be created will guide their design decisions.


Expertise. There are contradictory studies on the
effects of designer expertise and how they influence design
activities, but there is general agreement that expertise
affects the way in which design activities are executed.
Recent studies on achieving levels of mastery in any pro-
fession indicate that about ten years of practice is required
to become a world-class expert. It appears that it takes the
brain this long to assimilate all that it needs to achieve true
mastery (Gladwell, 2008). In this scenario, instructional
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designers who have practiced design for longer periods of
time, appear to have an edge over the novice. Studies have
shown that both novice and expert ID practitioners make
instructional strategy decisions and learn about theories
and trends through interaction and brainstorming with oth-
ers (Christensen & Osguthorpe, 2004). This finding sug-
gests the importance group interaction plays in ID practice
(Tracey, Chatervert, Lake, & Wilson, 2008) and while a
designer may work alone on a project they will benefit
through interacting with other designers formally or
informally.


Project Management versus 
Instructional Design


Projects with a significant budget, milestones, and person-
nel typically require someone to serve as project manager.
Often, this responsibility is either delegated or assumed by
the instructional designer, because this individual is often
the de facto leader/manager of the project. The larger the
project in terms of budget, timeline, or products, the
greater is the project management responsibility. As this
responsibility grows, the instructional designer is often
faced with the dilemma of choosing between completing
instructional design tasks or project management tasks.
Neglecting the instructional design process will affect the
quality of the product. Neglecting the project management
process will affect the schedule, personnel, production,
and budget. To avoid this dilemma, very large projects
often employ either a project manager specialist or dele-
gate the full responsibility to one of the senior instructional
designers who then concentrates on the management tasks.
As organizations downsize, the responsibility for project
management is often given to the instructional designer.


Trends and Issues in Corporate
Design and Development
Today, there are many changes in the training industry.
Well-established trends include the growth and expansion
of corporations beyond individual country boundaries; de-
mands for design cycle time reduction; and at the same
time, for increased effectiveness and efficiency of training
itself. As a result, instructional designers must address the
issue of how to work cross-culturally, complete training
design and development in less time, and ensure that train-
ing be delivered quickly while resulting in a positive im-
pact on the profits of the corporation.


Cross-Cultural Training


Designing instruction for different cultures is not a new
issue for the instructional technology field (Stevens, 1969,


1970a, 1970b). Culture, something in every person, is
defined as patterns of thinking, feeling, and potential act-
ing (Hofstede, 1980). Culture is the determining factor in
all human expression (Barter, Jette, & Wiseman, 2003).
When designing instruction for a cross-cultural audience,
the designer must identify the societal and learner cultural
factors.


Societal cultural factors. In the past, when looking
at cultural differences in business and industry, we fo-
cused on other countries. Today, however, demographic
changes and trends show that the population is becoming
more ethnically and culturally diverse both in the United
States and abroad. When designing instruction for diverse
cultures, understanding basic societal differences is a vital
point of reference. Instructional designers must use
SMEs, learners, translators, and cultural experts to gather
information that may impact the success of the instruc-
tional design process and final instructional design prod-
uct. Societal-cultural factors that may impact corporate
training include generational and social heritage or tradi-
tions; the ideas, values, and rules for learning; the way
problems are solved; the interpretation of patterns, colors,
and symbols; and the comprehension of ideas and behav-
iors. Moreover, in one instructional event, numerous
societal cultural factors may be present in the representa-
tion of a cross-cultural workforce. The designer in this
position must capitalize the cultural similarities while
working closely with representative SMEs to avoid cul-
turally sensitive content and delivery.


Learner cultural factors. Effective instructional de-
sign includes analyzing and understanding learners who
bring their experiences to the instructional event. In
cross-cultural training, the instructional designer should
become acquainted with learners early and develop a
working relationship that spans throughout the entire de-
sign process. Although the SME will provide content ac-
curacy, representative learners will bring the designer
closer to the culture of the target audience. Learner cul-
tural factors in training can impact how the designer ap-
proaches learner/instructor role expectation, the concept
of time and the use of authentic activities, learner’s com-
munication styles, and how learners approach interper-
sonal relationships. The transfer environment, where the
learner applies the instruction is also affected by the
learner’s cultural factors.


Designing instruction for a cross-cultural work-
force. When designing instruction for a cross-cultural
workforce, instructional designers must observe the world
through the lens of another culture other than their own
while being aware of the extent to which their own culture
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determines how they practice instructional design. The val-
ues and worldview of the instructional designer determine
the structure of the instructional materials and the context
that the designer creates (Zhang, 2001). To develop effective
instructional materials for the global market place, one ap-
proach designers could employ is to internationalize the in-
struction by removing the cultural elements, and then
localize the instruction by adapting it to each culture. Be-
ginning with the environmental analysis, it is our recom-
mendation that designers consider how the cultural aspects
of that analysis may influence learner attitudes toward in-
structional interventions, performance, and even learning it-
self. Sensitivity to the cultural impact the instructional
materials may have and the ability to accommodate within
the design various cultural factors that may influence learn-
ing include designing an instructional product that adheres
to the cultural group beliefs in gestures, gender acceptance,
and text conventions. The instructional designer must be
cognizant of not only word choices, but subtle signals and
cues in illustrations that convey different meanings in a dif-
ferent culture.


Better, Faster, Cheaper


The phrase “better, faster, cheaper” is not new to the instruc-
tional designer working in business and industry. This phrase
has become a mantra for many organizations as they seek to
tackle the problems associated with a constant changing soci-
ety and the workforce that must perform in response. Instruc-
tional designers today are tackling the problems associated
with producing instruction in a “better, faster, and cheaper”
manner while adhering to the foundations of proven instruc-
tional design approaches. We now address four methods that
can assist the designer in achieving this goal.


Rapid prototyping. Rapid prototyping involves the
development of a working model of an instructional prod-
uct that is used early in a project to assist in the analysis,
design, development, and evaluation of an instructional
innovation. Basically, prototypes are either workable
models of the final product, or simply shells that demon-
strate the projected appearance of the product. Rapid pro-
totyping is thought to decrease design cycle time for two
reasons. First, these methodologies reduce production
time because (a) using working models of the final prod-
uct early in a project tends to eliminate time-consuming
revisions later on and (b) design tasks are completed con-
currently, rather than sequentially, throughout the project.
Rapid prototyping ID is an iterative process, due to a great
extent to the concurrent analysis phase permeating much
of the project. Consequently, overall cycle time (and es-
pecially development time) is shortened, even as analysis
time is extended. The endeavor is totally collaborative and


highly dependent upon technology support and a high
level of designer expertise.


Technology-based training delivery. Technology
not only provides a solution to the cycle-time problem, but
most designers also expect it to facilitate more efficient
training delivery. Web-based training can be either syn-
chronous (with two-way real-time communication) or
asynchronous (with two-way delayed communication). It
can involve online interaction in terms of practice, feed-
back, discussion, and assessment in contrast to a passive,
“page-turning approach.” Web-based training can involve
collaborative activities or self-study. Corporate training is
taking full advantage of the benefits of Web-based instruc-
tion forcing instructional designers to master these new
techniques.


Advanced evaluation techniques. Effective training
is often viewed as a process that results in performance im-
provement in the workplace as well as improvement in or-
ganizational outcomes. Consequently, evaluation must
measure not simply learning, but transfer of knowledge
gains to the workplace and impact on the organization. Or-
ganizational impact evaluation is complex assessment
process. It relates to organizational change (McArdle, 1990)
and fundamentally to what an organization sees as valuable
(Kaufman, Keller, & Watkins, 1996). In most settings this
value is intimately tied to “the monetary worth of the effects
of changed performance” (Fitz-enz, 1994, p. 58).


Many designers find impact evaluation a formidable
task, but Brinkerhoff’s (2003) Success Case Method pro-
vides a rigorous yet relatively simple approach to evaluat-
ing the qualitative and quantitative impact of training on an
organization. This method is regarded as a quick approach
to assess how well a new organizational initiative is work-
ing (Brinkeroff, 2003). Based on combining storytelling
with rigorous and practical evaluation methods and princi-
ples, the Success Case Method’s goal is to combine the
credibility of scientific findings with the emotional impact
of stories. This method may assist the challenge for the in-
structional designer in evaluating training interventions at
the higher levels, and to provide organizations with mean-
ingful and valid evidence that the training has made a
measurable difference.


The designer as a researcher. Although the instruc-
tional designer has numerous roles and responsibilities in
business and industry, designers in these settings can make a
unique contribution to the growing knowledge base of
instructional design. Once thought of as a purely scholarly en-
deavor, research today may take on different forms including
discovery, integration, application, and teaching (Boyer,
1997). The instructional designer is a problem solver, and
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reflection is a critical component in the problem-solving
process (Schön, 1983, 1987). Reflection gives meaning to
practice and encourages a deep approach to learning. As
instructional designers reflect on designer decision making,
they can reframe the problem, question their assumptions,
and view the situation from different perspectives. Reflection
in applied fields, including instructional design, can promote
self and professional development while contributing to the
research base in the field. The instructional designer’s
research is an example of integrating practice and scholarship
which can ultimately improve performance for the worker,
the designer, and the organization.


Conclusion
The most prevalent applications of instructional design
now occur in corporate settings. These complexities and
pressures of these work settings shape not only the roles of
designers, but also in many cases the design processes
themselves. Demands for increased efficiency, lower train-
ing budgets, and globalized instruction, are stimulating the
evolution of instructional design. As such, current ID is
more reliant on technology, is more interdisciplinary, and
produces more data to support its impact on performance
and organizational improvement.


Summary of Key Principles


1. One of the primary arenas for the practice of
instructional design (D) is within the private
sector. Since the 1980’s there has been a steady
growth of employee training in business, industrial
and military settings.


2. Instructional design today encompasses much
more than simply producing instruction. The field
is now associated with analyzing human
performance problems, identifying root causes of
those problems, considering a variety of solutions to
address the root causes, and determining and
implementing the appropriate solutions.


3. There are three very broad categories of roles
that instructional designers may take in a
corporate setting. A designer may be a sole
designer, a team member/leader of a design team,
or an external designer/consultant.


4. The external instructional designer/consultant,
usually called in for a “training” problem, must
have the knowledge and skills to identify and
educate the client on the root problem which may
not be solved with an instructional solution.
Oftentimes, an external designer is called in for what
the client may see as a “training” problem. The
expert designer must then use her skills to perform a
complete needs assessment and analysis in an effort


to identify the problem and its causes. It is at this
point in the project that instructional designers must
communicate and educate the client by
recommending the best solution which may not
match the initial request.


5. There is often a performance gap caused by
constraints between actual and ideal practice 
in instructional design. There are three types of
constraints that impact the design process:
contextual, designer-related, and project
management versus instructional design.


6. There are many changes in the training industry
including cross-cultural training and the need 
for better, faster, cheaper results. Instructional
designers in response to these trends and
challenges ought to embrace the role of
practitioner and researcher in an effort to
identify, document and execute best practices.
When designing instruction for a cross-cultural
audience, the designer must identify the societal and
learner cultural factors. Instructional designers today
are tackling the problems associated with producing
instruction in a “better, faster, and cheaper” manner
with the use of rapid prototyping, technology-based
training delivery, and advanced evaluation
techniques.


Application Question


An international corporation was building the largest shop-
ping mall in the world. To ensure that this mall would be the
cleanest mall and deliver world-class service, the corpora-
tion hired a U.S. instructional design consultant to work
with a U.S. external cleaning company. The consultant was


charged with assembling and supervising a team to design,
develop, and deliver customized instruction for the clean-
ing staff implementing the mall cleaning system. The cus-
tomer wanted the instruction designed to ensure that
workers identified and executed their job tasks efficiently
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and increased their productivity. The workforce to clean the
mall was comprised of multinational recruits from four dif-
ferent countries (India, Bangladesh, Nepal, and the Philip-
pines) none of whom spoke a similar language. The reading
skills of the workers were minimal or nonexistent and none
had prior experience in cleaning a mall. All were immi-
grants brought in by the parent company. The learners were
forty team leaders, identified from the initially hired work-
force by the customer and 375 cleaning staff members.


Answer these questions:


1. What is the role of the external consultant?


2. What are the roles of the “other” players?


3. What are the contextual and designer-related
constraints that may present themselves in this
project?


4. As the designer, how would you attempt to prevent
or overcome the contextual and designer-related
constraints you have identified?


5. What questions would you ask to assist you in
determining the societal and learner cultural
factors?


6. How would you would design instruction for this
cross-cultural workforce?
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The military forces of any nation, whether it be theUnited States Army, the British Royal Marines,
the Royal Dutch Air Force, the German Bundeswehr, the
Singapore Armed Forces, or the Australian Defence Force,
are an integrated, dedicated, and astute group of individu-
als who share a camaraderie unmatched in the corporate
world. Their culture is one born of the ever-present threat
of war and the necessity to trust one another with their
lives. Despite a common mission to protect the lives and
fortunes of those at home and abroad and a responsibility
to respond to that mission, those who comprise today’s
international military units are individuals with diverse
interests and personal goals. An enhanced appreciation for
the individual’s needs has spurred a dynamic change in the
military training of today. Those involved in that
training—possibly you as an instructional designer—must
produce training that meets the requirements of the
military as well as the needs of the individual. Today’s ser-
vicemen and women volunteer to serve their country, but
they expect something in return.


Among the challenges to instructional designers work-
ing within a military environment are: recognizing that
ineffective instruction can have catastrophic consequences;
creating training that addresses the needs of the military
while considering the interests of the individual; designing
for an environment that is constantly changing; using tech-
nology wisely when technology is evolving more rapidly
than the ability to accommodate change; assuming the
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responsibilities dictated by one’s role and relationship to
the military (federal worker or contractor); designing for
individual projects, which may be repurposed into other
training products or delivery environments.


Instructional designers play a significant role in the trans-
formation to accommodate the needs of today’s service-
members and move the military of today to the military of
tomorrow. This role requires the following: knowledge of
learning theories and instructional strategies and how to use
them effectively; understanding how to apply technology at
the optimal level to meet the needs of the user in a wide
variety of learning environments; ability to create a blend of
learning solutions; ability to work within budget; under-
standing and appreciation of the military culture both at
home and abroad as well as the culture of international
forces; and the ability to communicate with clients.


This chapter provides an overview of the major issues and
challenges for instructional designers and developers in inter-
national military communities, from classroom to combat en-
vironment. Reading this chapter will help you gain insight into
the roles and responsibilities of the instructional designers and
developers who create training products for the military.


The chapter begins with an overview of the military cul-
ture and the role of instructional design and development
within that culture. The following section addresses the
changing roles and responsibilities of the military. Next,
we investigate the international military visions for the
future. Finally, we describe the role of instructional
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designers working with the military. A glossary has been
included at the end of the chapter to assist with terminol-
ogy unique to the military environment.


The Military Culture and the Role 
of Instructional Design and
Development within that Culture
Since the end of World War II (WWII), America’s national
protective force has evolved from national to global
defense. In 1948 the United Nations Security Council
established the United Nations Peacekeepers to oversee
the fragile truce between the Arabs and Israelis ten years
following the end of WWII, Germany became a member
of the North Atlantic Treaty Organization (NATO). Rec-
ognizing the need to recruit and retain qualified personnel
is a challenge for any military organization. General
Volker Wieker, Chief of Staff, Bundeswehr, states, “we
must continue to offer competitive and attractive training
programmes to prospective applicants who are seeking
their first job. Among other things, I am talking about at-
tractive qualification courses which help former soldiers
starting a ‘second career’ after leaving the military”
(Federal Ministry of Defence, 2010). In 2001, the United
Nations Security Council authorized the establishment of
an International Security Assistance Force (ISAF) com-
prised of military personnel representing nineteen coun-
tries. This joint force was tasked to assist the new Afghan
Interim Authority with the provision of security and sta-
bility in Kabul (Joint Operations Command, 2004). In
2009, the ISAF reaffirmed its commitment, not only to
improved peacekeeping efforts, but to building a compre-
hensive, civilian-military approach in international
communities. Reconstruction Teams play significant roles
in community engagement (North Atlantic Treaty Organi-
zation, Final Communiqué, 3 Dec. 2008). This global
military evolution demonstrates the increased logistical
demand for training across cultures and around the world.


But winning wars and providing security is only part of
the military mission. All of the NATO allies are committed
to peacekeeping efforts as well as providing humanitarian
relief assistance. These commitments require well-trained
men and women, and it is within the realm of training that
instructional designers will have an opportunity to apply
their knowledge and skills.


To work effectively in the military environment, in-
structional designers must understand and appreciate the
transitions the military will make in the years ahead.
Military training will evolve alongside this transition, and
the use of and emphasis on technology will have a signifi-
cant impact on that training.


The military clients instructional designers work with are
subject matter experts (SMEs) in their occupational fields.
They are not usually familiar with educational principles,
learning theories, or instructional technology applications.
Their knowledge of the classroom and learning is based on
their personal experiences as students. Their knowledge of
technology is through experience in the workplace. They
place a great deal of trust in the instructional design team to
provide them with the best recommendations for how and
when to apply a theory or a technology in order to achieve
optimal learning solutions and to help them stay within the
financial and environmental constraints. Instructional de-
signers must “know their stuff,” and they are expected to
keep abreast of the instructional technology field. Anything
less is not in the best interests of the client or the design firm
the team represents. Flawed designs or inefficient use of
technology can result in hundreds of thousands of dollars
wasted. Mistakes such as these will not enhance your com-
pany’s reputation or lead to follow-on contracts.


The Changing Roles and Responsibilities
of the Military


Over the years, the military in the United States and other
developed nations have evolved into huge, technologically
sophisticated, multifaceted, integrated organizations with
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an overwhelming number of responsibilities. Not only do
the military of the various countries protect its own citi-
zens, but they have assumed responsibility for protecting
and defending the freedom of other nations. Additionally,
with human and drug trafficking, and piracy on the open
seas increasing, the world navies are faced with combating
marine-based criminal gangs (Royal Navy, A Global
Force, 2009). Similarly, the Australian Defence Force is
deployed in more than thirteen operations including border
protection, UN and coalition operations, and third-country
deployments as well as providing relief efforts to such dev-
astating tragedies as Haiti 2010 (Australian Government,
Global Operations, 2010).


These added responsibilities have altered the lives of
each nation’s soldier, sailor, or airman. These long-term
global assignments impact personal lives and professional
goals as never before. Instructional designers may be
asked to provide learning solutions that will support train-
ing and learning opportunities both at home and abroad.
Some of the major issues associated with the changing
roles and responsibilities of the military and the role of the
instructional designer with regard to those changes are dis-
cussed below.


Future Trends


The military of all nations will face a number of common
challenges. Two of these challenges that may impact the
role of a designer are:


• International responsibilities of a national or multina-
tional military force


• New technologies


The global corporate world thrives on international
partnerships. Designers must recognize the cultural diver-
sity of the clients and select training or learning solutions
that can accommodate dissimilar audiences. Further com-
plexities may be encountered when designing products
that may be purchased by international forces. Many of the
U.S. allies purchase American instructional products and
access to the training as well as the weaponry. The German
air force and navy combat jet crews and all surface-to-air
missile operators are trained entirely in the United States
and Canada. Other countries offer exchange-training
programs and support joint exercises at U.S. military train-
ing sites.


New technologies exist on every front, in every
business, and in every home. Students share classroom
experiences with children around the world via the Inter-
net. Low-cost, digital communications have placed inter-
national friends and relatives within a finger’s reach. These
new technologies are also available to adversaries. Using
secure networks and limiting the number of applications


are just two ways in which the military tries to prevent il-
legal access. But these security solutions may cause in-
structional designers to adjust the design and delivery of
training products. Designers must learn to work within the
system.


Military Issues


Funding


The challenge for each service in any country is how to
best utilize the money it has available for training. In most
instances, trade-off decisions must be made in order to stay
within budget. A low-tech training solution, such as a
paper-based job aid, may not be the most desirable ap-
proach, but may well be the option selected to accomplish
the training task and stay within budget. The desire to uti-
lize all the capabilities of technology is a temptation that
may be hard to resist, but using dollars injudiciously can
quickly be the undoing of a design firm. For the instruc-
tional designer, suggesting new approaches to training
using low- and high-tech methods incorporated with the
mission equipment is an option that should be considered.


An instructional designer must be able to articulate
carefully and accurately the cost of the training solution
and provide alternative choices while keeping the project
within budget. Whatever funds are applied to one project
may be taken from another, and the designer must be able
to help the client weigh the costs or trade-offs.


Technological Range


Instructional designers working with the military find
themselves supporting the development of instructional
products that range from the simplest paper-based, pocket-
sized job aids to advanced computer-based simulations
and virtual training worlds. At the higher end of technol-
ogy, the military employs the most sophisticated simula-
tion in the world such as combat fighter pilot simulations
and large-scale virtual command and control exercises.
The range of technology available to training developers
presents ever-increasing opportunities to improve training
realism and effectiveness while also presenting an ever-
expanding range of challenges for instructional designers
as they work to adapt to the variety of instructional and
performance requirements.


Delivery Environment


Like their civilian counterparts, members of the military
must constantly learn new things to achieve professional
success and survive in hostile environments. Unlike the
civilian operational environment, training is always center
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stage. Except for new employee or new equipment train-
ing, training in the civilian environment is generally sepa-
rated from the workplace or job site. In the military,
training is part of the job and is integrated into the work-
place which means it represents a larger proportion of
day-to-day activities than in the civilian environment.
Because of this, training in the military is pervasive, and
the quantity and diversity of training products tend to be
much higher. Instructional designers recognize that train-
ing takes place in the classroom, in garrison, in base and
shipboard environments, and wherever personnel are
deployed—even in combat. This variable training delivery
environment means training products must be adaptable to
all environments.


Design Constraints


Large-systems design is an area that presents unique
challenges to instructional designers. The larger and
more widely dispersed the system, the greater the chal-
lenge. Designing for the military differs from designing
for large corporations on a number of fronts: manage-
ment, configurations, implementation, and expertise of
training instructors.


The management philosophy within a large corpora-
tion generally follows a single directive from the board
of directors. The military prides itself on the diversity


and the mission scope of each of the independent
services. Especially when working within the joint
arena, the instructional design team may find itself
trying to please a number of clients with strong, service-
specific opinions.


The configuration component of any technology-based
solution is probably the most difficult aspect of a project.
Each service has its own network infrastructure(s) and
equipment purchased over a number of years. In the ma-
jority of cases, designers will work with legacy (existing)
systems and with integrating new hardware and software.


Once the project has been completed and beta-tested in
an ideal setting, the instructional design team may assist
with implementation or provide instructions to the govern-
ment’s implementation team(s). Implementation presents
unique challenges because it will more than likely be im-
plemented in a variety of settings—in the field, aboard
ship, and around the world as well as in the classroom.


Unlike major corporations that have training depart-
ments and professional instructors, the military uses
subject-matter experts and provides them with instruc-
tional materials to assist them with “teaching.” Instruc-
tional designers must create train-the-trainer materials that
explain the lesson plans in a step-by step manner and
incorporate learning theory as well. The U.S. military
recognizes Master Instructors, and while assignments are
short-lived (no longer than three years) instructors need
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FIGURE 19.2 Full-Spectrum Use of Training Products.
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materials that clearly explain all components of the learn-
ing package, including the theories underlying the design.


People


The most critical challenge to all of the services is recruit-
ing good people and retaining highly trained and skilled
servicemembers. The national defense planning docu-
ments of many of the allied nations address the need to re-
cruit and retain highly qualified people (Australia’s Force
2020, the UK’s Future Strategic Context for Defence, the
U.S. Joint Vision 2020). These plans also recognize the
need to provide for quality of life, especially in the areas
personal and professional growth.


Alternative Training Solutions


Instructional designers are accustomed to examining the
skill and knowledge levels of the target audience to deter-
mine how to design the instruction and what level of lan-
guage to use. Particularly important is the ID’s knowledge
of learning theories and instructional strategies. Histori-
cally, training has been designed for and delivered to the
“group.” Servicemembers who did not achieve the desired
performance during the first iteration of training were re-
mediated until mastery was achieved. This remediation
was often done in the manner in which the original in-
struction was presented.


In the case of remediation activities, rather than pre-
senting the same information in the same format or the
same information in a slightly different format, the in-
structional designer might recommend completely differ-
ent instructional approaches. Allowing individual learners
to select learning options allows for the learner control that
is a basic tenet of adult learning.


The technology options now available to instructional
designers afford them an opportunity to recommend varied
training solutions that address a variety of instructional
challenges at the individual level. Take, for instance, a sce-
nario in which a computer-based training product has been
ordered to replace the resident classroom instruction for
cooks in the Army. An examination of the ethnic composi-
tion of the client’s cooks reveals that a large number of
Hispanic/Latino soldiers are in that occupational specialty.
Technology access studies indicate that members of that
community come to the workplace with less computer
experience than any other ethnic group (McGee, 2002).
Hofstede’s 1997 work (as cited in McGee, 2002) in cross-
cultural theory is the basis of Web-based design identified
by Marcus and Gould (as cited in McGee, 2002) that
specifically addresses culturally based instructional con-
siderations for this community. These include minimal
emphasis on individual achievement; active learning; sim-
ple, straightforward design; consistent and repetitive


visual cues, and an intimation of consequences before tak-
ing action or making decisions (McGee, 2002). The in-
structional designer might suggest to the client a blended
solution that provides team-based review sessions or labo-
ratory assignments or experiments. The computer software
program or adjunctive materials would use minimal graph-
ics and increased white space. Visual cues would orient the
learner throughout the program and assist with intuitive
navigation features. And finally, the program would allow
the learner to select and access alternatives before making
final decisions. Designing instruction such as this that ad-
heres to the culturally based instructional considerations
specific to the Hispanic/Latino community increases the
likelihood that these learners will succeed.


The Military’s Vision for the Future


Guiding Documents


Each country has a number of documents that are written by
the military, describe their vision and goals for the future,
and are submitted to their governing body. In the case of the
United States, the Quadrennial Defense Review (QDR;
required by Congress) articulates the military’s posture for
capabilities that will be needed in the future to promote
peace, sustain freedom, and encourage prosperity (Depart-
ment of Defense, Quadrennial Defense Review, 2010). This
document establishes the vision for all efforts by each of the
individual services. Each service must examine its current
means of doing business and transform itself against the
measures provided in the QDR. The vision statements writ-
ten by each of the services in alignment with the QDR are
excellent starting places when working as an instructional
designer creating training for the military. A familiarity with
the visions and plans of the particular branch of the military
with which you are working will aid you in the quest to pro-
vide the best training solution possible.


Should you work with an international military service,
you will be able to locate many of these planning docu-
ments via the Internet by visiting the country’s Department
of Defense website.


Long-Range Planning


By the time a plane or ship is designed, prototyped, and or-
dered, the technology has surpassed the original plans for
the aircraft or ship. An instructional designer must be able
to “look into the future” and provide input as to how tech-
nology and learning research may evolve and the impact
this evolution will have on future training needs.


The key to the future of military training lies in three
major areas: Advanced Distributed Learning; jointness,
within a nation and internationally; and lifelong learning.
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Advanced Distributed Learning (ADL)


“The Advanced Distributed Learning (ADL) Initiative,
sponsored by the US Office of the Secretary of Defense
(OSD), is a collaborative effort between government, indus-
try and academia to establish a new distributed learning
environment that permits the interoperability of learning
tools and course content on a global scale. ADL’s vision is
to provide access to the highest quality education and train-
ing, tailored to individual needs, delivered cost-effectively
anywhere and anytime” (ADL, 2010, Overview, para. 1).


Initially a U.S. endeavor, ADL encompasses an inter-
national membership with ADL Partnership Labs in
Canada, Germany, Korea, Latin America/Caribbean,
Norway, and Romania. For instructional design students,
these Co-Labs provide international learning and profes-
sional growth opportunities.


Jointness


Maximum advantage of funding, acquisition, technology,
and people can be attained through collaboration. The U.S.
military and its allies fight as a combined force—an inte-
grated whole of the service branches and the ally counter-
parts. This collaboration dictates that training be joint as
well, necessitating training products that are developed to
enhance the joint war-fighting skills of disparate forces.
Inherent in this instructional design mission is recognition
of the diversity of the force in terms of service perspective
(i.e., army, air force, navy, and marines), doctrine of allied
forces (such as the case in NATO or UN coalitions with
many different national armed forces and their associated
war-fighting strategies and tactics), and even cultural
diversity such as differences in language and religion.


Lifelong Learning


Military leadership supports and encourages learning
beyond the military requirements for a number of reasons.
Continued learning opportunities within the service im-
prove the servicemember within his or her occupational spe-
cialty and open the doors to many opportunities for those
who leave service. The UK offers advanced learning oppor-
tunities through its resident universities and the Open Uni-
versity. Its government has an established Lifelong Learning
Policy and its military component is the Learning Forces
Initiative that is open to all ranks (Serving Soldier, 2004).


The European Union (EU) has instituted Europewide
educational reforms to allow students to “study without
borders.” The European Credit Transfer System (ECTS)
simplifies accreditation between institutions. This open
system allows military students to continue their personal
learning goals while serving their countries abroad (Joint
Operations Command, Germany Info, 2004).


The words of the former U.S. Chief of Naval Opera-
tions, Admiral Vern Clark, evidence a respect for and
recognition of the individual’s learning goals:


The people that make up our military decide that they are go-
ing to give of themselves. Every human being who puts on the
uniform . . . makes tremendous sacrifices. . . . There should be
a commitment from the leadership for the promise sailors make
to us. I believe that promise has to be kept by people like me—
to make sure people have the tools that they need to succeed.
We’ve got to offer to them a chance to make a difference. They
want us to give them a chance to show what they can contribute.
They want a chance to grow and develop. (Kennedy, 2000)


The Role of Instructional Designers
Working with the Military
The instructional design profession prides itself on cre-
ativity, ingenuity, and research. That means, the instruc-
tional designer can and should suggest a number of
innovative solutions. A novice instructional designer
working with a military client might assume that the
“bank” would have open doors for funding spectacular
projects. That is not the case. Limited funding will require
trade-offs for every project. Using a technique similar to
that of the Quality Function Deployment model for in-
structional design (Bratton-Jeffery & Jeffery, 2003), the
Scenarios Solution Discussion Matrix (see Figure 19.3)
suggests a systematic methodology for working through
the trade-offs that can serve as the basis of discussion be-
tween the instructional designer and the client.


As you examine the scenarios in this section, identify
what you know, make a list of questions to ask your client,
and list possible solutions based on instructional technol-
ogy practices and theories. Use the Scenarios Solution
Discussion Matrix to guide your thinking. Be sure to con-
sider areas in which the instructional designer will have
been involved when reviewing the solutions.


Scenario 1: Degree Completion 
vs. Deployment


Army Reserve Sgt. John King faces a twelve-month rota-
tion in Iraq as a member of his Reserve unit. His unit along
with a signal battalion from the state’s National Guard will
support coalition forces in promoting stability and safety
in the war-torn country. Sgt. King’s company will be part
of a larger force designed to patrol and collect information.


Sgt. King currently works for a large corporation that
has been paying for his college work in business manage-
ment. To advance in the company, he must complete his
degree. Unfortunately, the deployment will now interrupt
his efforts and jeopardize his place in the company. The
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FIGURE 19.3 Scenarios Solution Discussion Matrix.


big question in Sgt. King’s mind is what will happen to his
personal goals as he takes time from his career to serve his
country overseas.


Problem. You are a member of an instructional design
team that has been formed to address deployment and dis-
tance learning options. Identify strategies that will meet
the needs of the individual servicemember while serving
the requirements of the organization.


The Army’s solution. Sgt. King is representative of
the new Army in which soldiers are expected to be
educated and technology-savvy enough to succeed in the


missions and on the battlefields. The Army’s training
model is “train-alert-deploy-employ.” Training, in addi-
tion to combat tactics, includes language, cultural
awareness, and regional expertise education (Depart-
ment of the Army, FM1, June 2005). Individual services
launched online learning opportunities in the late 1990s.
In 2010, Defense Information Systems Agency, the
Defense Acquisition University, and ADL launched
Joint Knowledge Online (JKO) to support Department
of Defense (DoD) training. JKO’s goal is to produce im-
mersive, media-rich training that stimulates cognitive,
intuitive, innovating, and adaptive thinking for complex
decision-making skills (JKO, 2010).
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Scenario 2: Joint Training U.S. Forces


A joint task force has been formed with the mission to sup-
port port security activities at ports on the Gulf Coast. The
task force comprises elements from the Air Force, Navy,
and Coast Guard. The Coast Guard will have operational
control and will coordinate with the Department of Home-
land Security.


Proficiency in communications with civil agencies
and aviation and marine assets has been identified as a
training issue. While the Coast Guard members are well-
trained and experienced in the communications proce-
dures of civil agencies such as the police and emergency
services as well as commercial aviation and marine re-
sources, the military services are not as familiar with
these communications networks. Task force members
from the armed services will receive training on these
nonmilitary communications procedures in order to
coordinate security activities.


Problem. You are a member of an “assembled team” of
representatives from each of the services as well as a
number of design firms. The team has been charged with
finding a means of training all of the forces as a single,
ready-response unit. What are the various methodologies
that present the most realistic training scenario possible
and would utilize technology advances both in weaponry
and in evaluation of the training?


The Department of Defense’s solution. The Depart-
ment of Defense requires that every service be prepared to
fight in an urban setting and to be able to conduct humani-
tarian and peacekeeping efforts. Eglin Air Force Base, in the
Panhandle of Florida, is the site of a $20 million urban com-
bat and antiterrorism training center for Military Operations
on Urbanized Terrain (MOUT). This facility replicates a city
in which America’s military and its allies train in all facets of


this new type of warfare—switching from humanitarian to
combat at a moment’s notice (Blair, 2004).


Conclusion
Although working as an instructional designer in a mili-
tary environment is challenging, it provides an exception-
ally rich opportunity for growth as a professional. The
knowledge of learning theories and instructional strategies
that will be needed can be employed in virtually any man-
ner: instructor-led or instructor-facilitated classroom, in-
formal self-study, formal online learning courses with
synchronous and/or asynchronous options or a blend of
any or all of these.


Many of the challenges the instructional designer faces
in a military environment, however, require skill sets that
go beyond the basic information learned in either a formal
or an informal study program. Perhaps most daunting of
these is acquiring an understanding and appreciation for
the military culture. There is a steep learning curve that
encompasses everything from familiarity with ranks to
military protocols—things that are not directly related
to instructional design. Also, it is virtually impossible to
“bend the rules” when working with the military, and
designers face scheduling deadlines and budgeting con-
straints that require tremendous productivity in record
time at a minimal cost to the taxpayer. This can make the
ID’s job particularly stressful.


A greater emphasis on the professional needs of the in-
dividual in tandem with the needs of the organization,
budget limitations, and quickly evolving technologies are
all challenges that make a career as an instructional de-
signer in the military education and training environment
difficult but rewarding. Instructional designers who work
in the military environment are never bored and, given
enough time, will have the opportunity to work in every as-
pect of instructional design from analysis to evaluation.


Key Principles and Practices


1. Genuinely respect and appreciate the roles and
responsibilities of your customers and the
organization they support. You’ll find that military
customers are generally very direct and decisive. At
times, you may find yourself waiting on the SMEs to
review deliverables. It can be frustrating, but know
that your SMEs put mission first and all else is
secondary. Developing backup plans and alternate
approaches that can be implemented quickly should
be standard tools in your ISD toolkit.


2. Research the organization’s vision and direction for
the future. Use your knowledge to help them ride the
learning waves. Just as the SMEs are experts in their
field, so are you in the realm of instructional design,
learning strategies, and the use of technology to
enrich the learning process. Your customers will rely
on you to provide input about how to organize or
convey information, how to select appropriate or
implement strategies, and to help them understand
the complex world of instructional technology. It is








CHAPTER 19 Instructional Design Opportunities in Military Education and Training Environments 195


imperative that after you graduate, you continue your
professional development.


3. Use the language of the customer to convey or
illustrate your strategies. As instructional designers
we pride ourselves on the ability to communicate.
We learn the customers’ jargon in order to develop


the content, yet we expect the customer to learn our
jargon to understand the terms of the contracts or the
design approaches. Using analogies and metaphors
the customer is familiar with goes a long way in
team building and developing a common
understanding.


Application Questions


1. You’ve been asked to assist an organization that is
establishing computer-based training opportunities
for the military system in a third-world nation.
Prepare a short briefing paper (one to two pages) of
the considerations and constraints for program
implementation. Use the Scenarios Solution
Discussion Matrix (Figure 19.3) to assist you with
framing your answer.


2. Your client wants to utilize technology in its 
training program; however, the field of operation
does not always provide electronic access. What 
are alternatives you might suggest for a successful
program? Use the full spectrum diagram 


(Figure 19.2) to guide your thoughts. Prepare a table
that provides the learning outcome and a comparison
of the technology-based strategy with one or more
complementary alternatives including capability,
skill level, the delivery environment, and
development issues or constraints.


3. Humanitarian efforts are a major role for the military
of many countries. Prepare a list of web-based
training materials to assist servicemembers charged
with learning how to conduct relief efforts. Consider
checking websites for first aid, disaster or famine
relief, wildfires, and the like.
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Glossary


Active duty Servicemember is assigned to an active
unit and serves full-time as a member of the regular
force.


Advanced Distributed Learning A federal initiative
that supports a collaboration of government,
academia, and industry to provide a philosophy of
accessibility, durability, interoperability, and
reusability in network and software solutions.


Deployment The active force moves from its standing
residence within the United States to an overseas
location for a designated period of operation.


Jointness The term exemplifies the independent 
U.S. Services (Air Force, Army, Marine Corps,
and Navy) operating as an integrated force sharing
resources, personnel, and operational missions.


Joint Vision 2020 The military document that defines
the vision and requirements of the Armed Forces in
the future. The Joint Vision is published in ten-year
increments (e.g., 2010, 2020, 2030).


Total force All those who work with the U.S. military
including active duty, reserves, The National Guard,
and federal employees.
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Education and performance technology is employed indifferent settings. General societal forces affect each
context, and those working in a given setting have their
own priorities, values, and culture. All of these factors af-
fect the education and training agenda and, consequently,
the way technology is used and instruction is created. In
this chapter, I review the role of technology in supporting
performance and instruction in health care settings, espe-
cially as it relates to educating and training physicians and
other health professionals. I emphasize medical education
particularly, because many trends in medicine carry over
to other health science disciplines. Although professional
education is stressed, related areas, such as patient and
consumer health education, also are addressed. My goal is
to provide some readers with a sense of context that might
help them decide whether to work in the health care field
and provide them a place to start preparing for a job inter-
view if they do. Others may just be interested in the cur-
rent role of education and instructional design in this area
as viewed from the perspective of someone who has years
of experience working in the field.


The chapter begins with an overview of education
activities in different health contexts and a brief history of
medical education. The latter is used to frame discussion


of education and training in health care and the factors cur-
rently driving technology application. Clinical reasoning,
problem-based learning, and evidence-based medicine are
discussed and educational issues and methods important to
the health science community are identified.


The Health Care Education Context
One of the first things that you learn working in the health
care field is that it is very broad. Most of us associate health
care with hospitals and doctors’offices. The health care field
not only involves the delivery of health services, but also
biomedical research. It includes the medical profession and
its varied subspecialties plus the professions of veterinary
medicine, dentistry, nursing, allied health, and public health.
Biotechnology (the use of DNA and protein sequences to
engineer biological substances) and medical informatics
(the application of information and communication tech-
nology to support medical research, practice, and education)
are emerging as new subspecialties due to advances in
genetics and computer science. The health field not only
includes varied professions and specialty groups, it also
embraces such related sciences and disciplines as anatomy,
biochemistry, molecular biology, physiology, and psychol-
ogy. In addition to academic institutions, hospitals, clinics,
and research centers, the health care field also can include
certain regulatory agencies; agencies and organizations that


1Internet links related to this chapter are available at http://trendsandissues
.org/.
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respond to disasters; and industries involved in drug manu-
facturing, genetic engineering, and medical instrumenta-
tion. When you take a pet to the vet, visit a pharmacy, eat in
a restaurant, or buy food at the grocery store, someone in the
health sciences, either directly or indirectly, has affected
your life.


Health care is comprised of varied subsettings that in-
clude (1) academic medical centers and health professions
schools, (2) government agencies, (3) pharmaceutical and
biotechnology companies and private foundations, (4) pro-
fessional societies and health associations, and (5) hospi-
tals, clinics and other care-giving institutions. Each of these
settings is involved to varied degrees with the education of
health professionals, the training of paraprofessionals, and
providing consumer health education and continuing
education.


The most obvious subsettings for education and training
in health care are the professional schools. Medical schools
have departments of medical education that evaluate
students and courses and develop curricula, departments of
biomedical communication that do medical illustration,
photography, video, and multimedia and academic depart-
ments in medical informatics doing teaching and research
related to the application of computer and information tech-
nologies. They may have telemedicine offices for distance
consultation and learning. Medical libraries provide com-
puting and information resources supporting research,
practice, and education and, typically, have learning re-
source centers. Other health professional schools may have
one or more similar departments, depending on size, and
large university medical centers may have several profes-
sional schools sharing a single medical library. Health
professions schools not only offer courses, but develop
interactive multimedia education programs on CDs, DVDs,
or for the Internet.


Government health agencies, pharmaceutical compa-
nies, hospitals, and clinics train staff internally and often
provide training to others. Some of the external training is
geared to keeping public health and other professionals
up-to-date, but much of it is focused on educating the gen-
eral public and providing consumer health information.


Private foundations focusing on health underwrite
the development of health education programs and pub-
lish their own materials of interest to professionals and
consumers.


Professional associations are most actively involved in
continuing education. In addition to holding conferences
and publishing journals, they produce tutorials and case
studies online, on optical media, or in other media formats.
Some offer virtual journal clubs online, electronic bulletin
boards where health professionals can discuss information
appearing in publications. They also offer information in
their medical specialty areas for the general public.


Consumer health and continuing education cut across the
other health education and training settings. Consumer
health includes general education about wellness, health is-
sues, and specific diseases as well as skills training (e.g., first
aid) and patient education. Most health professionals are re-
quired to complete a certain number of hours of continuing
education each year and almost every medical school and
professional society has a continuing medical education
(CME) program. Sometimes CME credit is provided for at-
tending workshops and conferences, but it also can be
obtained by documenting use of educational materials, many
of which are online. Retraining or refresher training also is
required for many paraprofessionals.


Medical Education: A Brief History
Another of the first things that you learn in the health field
is the key roles physicians play in providing health care
and leading teams of other health professionals. This lead-
ership extends to management and other areas outside the
direct delivery of care (e.g., hospital administration and
biomedical research). Trends and standards in medical
education often spill over into other domains as a conse-
quence. But there are additional reasons why medical
education affects other health professions. Because there
tends to be more research and evaluation of medical edu-
cation programs, much of the empirical evidence guiding
education and training in health care, emanates from med-
icine. Other health professions often mimic medicine’s
teaching methods. Nursing and public health schools, for
example, have adopted many of the case-based teaching
methods that are currently popular in medical schools.
Knowing the evolution of medical education is very help-
ful in understanding the culture of health care and the role
of technology.


In the United States, medical education does not com-
mence until one has obtained a baccalaureate degree and the
education process itself can be divided into three phases:
undergraduate education comprising the years in medical
school, graduate education comprising time in residency,
and postgraduate and continuing education to obtain knowl-
edge and certification in additional areas or keep current in
one’s field. The history of medical education also can be
divided into three phases: a prescientific phase, a scientific
or “Flexner” phase emphasizing selected disciplines and
specialties, and a post-Flexner phase focusing on problem
solving and cognition in addition to science.


Prescientific Phase


It can be argued that educational technology has had a
place in medicine from the time of Andreas Vesalius and
Leonardo da Vinci. Their drawings, based on dissection of
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anatomical structures, were some of the first attempts to
codify medical knowledge based on direct observation
rather than speculation, superstition, or religious beliefs,
and their drawings can be viewed as “research works” as
well as teaching aids. Although “science” in medicine
dates back to the Renaissance, it was not until the early
1900s that there was a concerted movement to develop a
scientific foundation for the medical curriculum, at least in
the United States.


Scientific Phase


In 1910, a report to the Carnegie Foundation for the Ad-
vancement of Teaching by Abraham Flexner documented
the evolution of medical teaching from apprenticeship to
more formal education. The “Flexner Report” noted that
the first medical schools in the United States in the late
1700s were university affiliated and devised to more effi-
ciently teach basic information that would better prepare
students for apprenticeship. At the time of the report, most
schools were independent, commercial enterprises that
emphasized didactic instruction, had minimal facilities,
and had no hospital affiliation. Doctors could graduate by
memorizing symptoms and doses (e.g., if fever, give
quinine). Laboratories, except those used for dissection,
were usually absent and there was very little emphasis on
the biological sciences and new medical technologies
(e.g., stethoscopes, thermometers, x-rays, and laboratory
tests) that were revolutionizing medicine at the time.


The Flexner Report called for the reaffiliation of aca-
demic programs with colleges, universities, and hospitals,
and the introduction of scientific rigor. The following key
observation was elaborated in later sections of the report:


For purposes of convenience, the medical curriculum may
be divided into two parts, according as to the work is carried
on mainly in laboratories or mainly in the hospital; but the
distinction is only superficial, for the hospital is itself in the
fullest sense a laboratory. In general, the four year curricu-
lum falls into fairly equal sections: the first two years are de-
voted mainly to laboratory sciences,—anatomy, physiology,
pharmacology, pathology; the last two to clinical work in
medicine, surgery, and obstetrics. (Flexner, 1910, p. 57)


Scientific rigor and empiricism were the primary concern
and the scientific method was the glue holding the two
parts of the curriculum together. It was assumed that
scientific method could be employed for diagnosing and
treating individuals as well as for biomedical research.


The Flexner Report was very influential, revolutioniz-
ing teaching and practice by introducing the concept of
“scientific medicine” (Bonner, 1998). While medical edu-
cation improved as a result, the form of medical education
the Flexner Report established remained essentially
unchanged for seventy years (Association of American


Medical Colleges, 1984). Whether intentional or not, its
categorization of laboratory and clinical science led to
bifurcation of the medical curriculum.


Post-Flexner Phase


In the 1960s and 1970s, a movement for problem-based
learning (PBL) began as a reaction to what many perceived
as the uncoupling of scientific and clinical content
(Albanese & Mitchell, 1993). Its proponents endorsed
learning content within a problem-solving context rather
than applying knowledge to solve problems after it is ac-
quired, arguing that the former approach lets students de-
termine what they need to know and enables them to
synthesize information from multiple disciplines, develop
transferable problem-solving competence, and acquire ef-
fective self-study skills for lifelong learning (Barrows &
Tamblyn, 1979). The methodology proposed for attaining
these goals was to expose students to a rich array of real
and simulated patient cases (Barrows & Tamblyn, 1979).
Cases are presented and students, usually working in
groups, have to distill the patient’s problems, generate hy-
potheses, gather data, and if their background knowledge
is lacking, independently research and discuss information
bearing on the case (Barrows & Tamblyn, 1979).


Interest in PBL increased when the Association of
American Medical Colleges’ Panel on the General Profes-
sional Education of the Physician and College Preparation
in Medicine issued Physicians for the Twenty-First
Century in 1984 (Albanese & Mitchell, 1993). The “GPEP
Report,” as it is often called, endorsed PBL curricula, the
use of computer and information technology, and provid-
ing clinical learning experiences outside hospitals. It cited
concerns that memorizing facts took precedent over ac-
quiring skills, values, and attitudes, that too much empha-
sis was placed on curing disease at the expense of
promoting health, and that the population of patients in
hospitals did not reflect the patient population most physi-
cians encounter in practice.


The Association of American Medical Colleges
(AAMC) issued another report, Medical Education in the
Information Age, in 1986 that also impacted medical cur-
ricula (Salas & Brownell, 1997). It defined medical infor-
matics as a developing body of knowledge and set of
techniques concerning the organization and management
of information in support of medical research, education,
and patient care and called for including informatics in the
medical curriculum. The knowledge explosion in medi-
cine mandated the use of these information systems to
teach problem solving, to keep physicians current, and to
facilitate lifelong learning.


Factors other than reports from the AAMC have influ-
enced change. Indeed, the reports themselves are, to some
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extent, an outgrowth of some of the research and develop-
ment on clinical problem solving, medical education, and
computer-based instruction that was going on at the time,
that continues to be conducted, and that still drives reform.


Problem-Based Learning 
and Evidence-Based Medicine
Allowing students to learn basic and clinical science in the
context of cases, is supported by research on clinical rea-
soning indicating that expertise is largely a function of
previous problem-solving experience. Problem-solving
expertise is dependent on the type of patient cases encoun-
tered, rather than involving application of general scientific
methods and hypothetico-deductive reasoning as Flexner
suggested (Norman et al., 2007; Norman, 1985; Patel et al.,
1989). Instead, it depends on acquiring rich, elaborated
conceptual information about particular diseases and ill-
nesses (content specific knowledge) that can be associated
with problems patients’ present (Norman, 2008b; Norman,
2005; Schmidt et al., 1990). As expertise develops, problem
solving becomes automatic and more a matter of pattern
recognition than formal deduction (Norman et al., 2007;
Norman, 1985; Patel et al. 1989). Pattern recognition is
important in clinical reasoning on several levels. On the one
hand, it is mentally recognizing constellations of symptoms
patients present as manifestations of different diseases and
conditions, but it also involves seeing physical patterns
when examining patients, such as features of skin lesions,
or interpreting images, such as abnormalities in x-rays
(Norman et al., 1996).


Other research has documented the benefits of problem-
based learning. Meta-analyses and literature reviews indi-
cate that students in PBL curricula perform as well or better
than those in traditional programs on clinical reasoning
tests, but somewhat less well on basic science exams
(Albanese & Mitchell, 1993; Vernon & Blake 1993). PBL
students also have much more favorable attitudes about
how they are taught (Rideout et al., 2002; Albanese &
Mitchell, 1993; Vernon & Blake 1993). There is also
evidence that PBL students tend to integrate, retain, and
transfer information better and that they have superior self-
directed learning skills (Norman, 2008a, Norman &
Schmidt, 1992). Given that the costs and outcomes of
traditional and PBL programs are about the same and PBL
is far more enjoyable, some have gone so far as to conclude
that the choice between the two approaches is analogous
to deciding whether to reproduce by sex or by artificial
insemination (Norman, 1988).


Because clinical problem-solving research strongly
supports exposing students to a range of cases representa-
tive of what they may encounter in practice and the


patients that students are likely to encounter in hospital
wards in their clinical clerkships may be unrepresentative
and insufficient, patient simulations have been identified
as one means of providing systematic problem-solving
experiences and measuring performance (Norman et al.,
1985; Barnett, 1989; Piemme, 1988). Computer simula-
tion is an active area of research (Eva et al., 1998; Luecht
et al., 1998; Sandrick, 2001; Dev et al., 2002).


The more recent movement for evidenced-based med-
icine (EBM) is partially an outgrowth of problem-based
learning. EBM involves formulating clinical questions,
finding evidence in the medical literature that addresses
the questions, critically appraising the evidence, and
applying the evidence to specific patients (Evidence-
Based Medicine Working Group, 1992; Craig et al., 2001;
White, 2004).


One aspect of the EBM movement is to develop meta-
analyses and systemic reviews of the literature to produce
reliable summaries of the research related to varied med-
ical problems. Another aspect is to apply the methodology
in the medical curriculum so that students become so
accustomed to consulting information sources while
learning that they will continue to do so in practice (cf.,
White, 2004; Burrows et al., 2003; Finkel et al., 2003;
Wadland et al., 1999). There are problems implementing
evidenced-based medicine in graduate education and
practice where there are time constraints in providing
real-time patient care (Green, 2000), and there are many
clinical problems where evidence for conclusive solutions
is lacking (Myrmel et al., 2004). Although some have
argued that there needs to be more evidence about the
effectiveness of evidence-based medicine (Green, 1999),
the approach complements problem-based learning.


Other Attributes of Health 
Science Education
Although the current thrust is toward case-based problem-
solving approaches to teaching and the use of evidence in
the process of learning and providing care, there are other
points that need to be made about health care education.
They relate to the roles of risk, altruism and professional-
ism, sensory perception, science, and educational innova-
tion in health professions curricula. Some of these factors
may seem obvious, but they are worthy of discussion
nonetheless.


Risk


There is much at stake in health professions education. The
subject matter taught, the skills learned, and the techniques
and technologies employed can have life-threatening con-
sequences. The health field is one area where errors in
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learning literally can be a matter of life or death. Moreover,
the risks in health education and practice are not only for
patients, but for health practitioners and students. Health
professionals do not wear rubber gloves because they are
trying to make fashion statements. They are exposed to
contagious diseases and they work with hazardous sub-
stances routinely. The education of health professionals is
serious business, and that is one reason why clinical prob-
lem solving and medical education programs are subject to
ongoing evaluation and research.


Altruism and Professionalism


The health professions are helping professions. The idea
of healing and helping people is more than just rhetoric
to those electing careers in health care. The Hippocratic
Oath and guidelines published by professional associa-
tions and government agencies set standards for conduct.
Since the health professions are some of the few where
work involves literally laying hands on others, interper-
sonal skills and open communication are needed to build
trust and address the psychosocial aspects of disease
(Stewart et al., 1999; Stewart, 1995). This dimension of
care giving is so important that medical schools routinely
hire actors and lay persons especially trained to mimic
varied diseases and conditions that students have to in-
terview and examine. The use of these “standardized”
patients and other methods for teaching and assessing
professionalism are being actively researched (American
Association of Medical Colleges & National Board of
Medical Examiners, 2002).


Sensory Perception


The work of biomedical practitioners and researchers de-
pends on making observations and reasoning about them.
Some of the observations involve numerical data, such as
when doctors and nurses take blood pressure or when
epidemiologists plot the occurrence and spread of dis-
ease. Others involve sounds, such as when doctors and
nurses listen to breathing and heart beat. Most involve
images that can be visual representations of numerical
values, such as EKGs, or “raw data,” such as skin lesions
that physicians see during physical examinations, cellu-
lar alterations and adaptations that pathologist identify
with microscopes, and x-rays and other images that radi-
ologists interpret. The sensory nature of the raw data
dealt with by most health professions makes it hard to
imagine how biomedical researchers and practitioners
could learn without exposure to audiovisual and multi-
media information. A diagnosis literally can be seen in a
biopsy specimen or a radiograph and there is probably no
tougher or sensitive jury when it comes to judging image
quality than health professionals.


Science


The role of sensory data in providing health care further
underscores the scientific nature of the health professions.
Those working with technology addressing performance
and instruction in health care collaborate with subject mat-
ter experts who are either scientists or practitioners having
backgrounds in science, who see teaching as an outgrowth
of their efforts to provide care or conduct research, and
who are probably less likely than other academics to be
ego involved in their teaching. They are, however, unlikely
to accept changes in education without evidence.


Innovation


The penchant for science in health care does not necessarily
stifle creativity or engender conservatism and, in fact, may
foster willingness to experiment with new technologies and
teaching methods. Some of the more innovative educational
technology applications have been in health care and many
of these have been created by health science faculty and
practitioners working intuitively on their own. Several of the
earliest computer applications in the 1960s involving the de-
velopment of databases, expert systems, and educational
simulations were in the medical field (Blois & Shortliffe,
1990; Hoffer & Barnett, 1990) as were some of the earliest
applications of interactive television and satellites for
telemedicine (cf., Foote et al., 1976; Park, 1974).


Use of advanced computing and network technologies
for consultation and education currently are active areas of
health science research. Recent work includes represent-
ing the entire adult human male and female anatomy digi-
tally to provide an image library for creating educational
objects and diagnostic applications (Ackerman, 1998;
Dev & Senger, 2005; Kockro & Hwang, 2009), establish-
ing a collaboratory where scientist and teachers in embry-
ology can work together and provide distance learning
online (Cohen, 2002), and developing immersive, virtual
reality environments using 3-D images and haptic feed-
back for surgical planning and training (Sandrick, 2001;
Dev et al., 2002; Mongomery et al., 2006). Some innova-
tions are only feasible for use at large medical centers and
many may not be widely adopted. Still, on the whole, there
is a general inclination in health care to at least experiment
with new methods.


Crucial Medical Education
Methodologies
Simulation and multimedia are two important and widely
used methodologies in medical education so naturally
fitting its requirements that they warrant additional
discussion.
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There are three genres of medical simulations. First,
case-based problem-solving simulations, usually presented
by computer, take students through the process of history
taking, examination and testing, formulating possible diag-
noses, and choosing a most likely one. Some may also have
students prescribe treatments. Second, mannequins and
physical devices teach simple physical procedures, prob-
lem solving or both. The simplest devices include the pop-
ular Resusci® Anne mannequin for learning and practicing
cardiopulmonary resuscitation and models of the upper arm
for practicing injection. More advanced simulators range
from computerized systems with forced feedback for sur-
gical training or learning endoscopy (Dev et al., 2002) to
highly complex (and expensive) computerized mannequins
that can breath and have heartbeats, dilating pupils, and
veins that distend to mimic physical conditions. These
mannequins and many computer problem-solving simula-
tions are dynamic in that the state of the patient will change
over time and by the actions students take. Finally, having
trained persons mimic patients for interpersonal skills
training also is considered a form of simulation. There have
been efforts to combine the use of actors with mechanical
devices to provide a more realistic context for learning and
applying skills (Kneebone & Baillie, 2008). For example,
strapping an arm model for practicing injection to the arm
of an actor makes the tasks more realistic, especially if the
actor engages in distracting talk or complains like some
patients might.


Simulations are used for team as well as individual
training. Mannequins can be programmed to simulate con-
ditions that students must deal with working in teams,
much like they would in emergency rooms (Robertson
et al., 2009). Several computerized mannequins can be de-
ployed to mimic an influx of patients from a disaster that
students not only treat but have to triage to determine
which mimicked conditions need more immediate treat-
ment. Similarly, 3-D virtual worlds can be used for train-
ing to groups online. They are similar to public virtual
worlds, such as Second Life, but they portray actual emer-
gency rooms or entire hospitals and they are safe, simu-
lated spaces for learning how to manage an influx of
disaster victims (Hansen, 2008).


Almost all computer simulations today use multimedia
to show lesions, radiologic images (CTs, MRIs, x-rays,
sonograms), video of patients talking or moving (for neu-
rological exams, speech and gait analysis), and audio of
breath and heart sounds. Multimedia is incorporated into
more didactic materials as well and used in formal pre-
sentations. Multimedia applications on presenter desk-
tops can be projected or shared with distance sites by
videoconference, and there is emerging evidence that 3-D
images improve learning anatomical structures (Garg et
al., 2002) and that 3-D imaging helps surgical planning


(Yoon et al., 2009; Soria et al., 2009). Consequently,
advanced simulations for teaching surgery and didactic
programs for learning anatomy often incorporate 3-D
imagery (Dev et al., 2002; Dev & Senger, 2005). Multi-
media learning objects have become so important that the
American Association of Medical Colleges has estab-
lished an online medical education portal where objects
created by faculty can be deposited, reviewed, and shared
(Reynolds & Candler, 2008).


Factors/Issues Affecting Performance
and Education
Some of the most significant factors affecting perfor-
mance, the development of instruction, and the application
of educational technology in health care are knowledge
and research, costs and managed care, regulations and
standards, and convergence.


Knowledge and Research


Knowledge advances rapidly in health care and its cur-
rency and integrity are overriding concerns. The volume
and timeliness of knowledge has made information tech-
nology an important ingredient in education and practice
(Salas & Brownell, 1997). As the cost of information tech-
nology continues to decline, its use becomes more feasi-
ble. When the National Library of Medicine’s Medline
database of the published medical literature was first
ported to CD-ROM, medical libraries could treat searching
it as a fixed cost because the database was available by an-
nual subscription instead of on a charge per search basis.
This enabled greater student access to current medical
research (Rapp et al., 1989) and put pressure on faculty to
keep themselves more up-to-date. Now that the Internet
has eliminated the National Library of Medicine’s need to
support a separate telecommunications system for data-
base access, online searching is free to everyone and this
may put more pressure on practitioners to keep more
current as well. The ubiquity of health information on the
Internet from varied sources has expanded the knowledge
integrity and timeliness problem, however, especially with
the development of Web 2.0 social tools making it easier
for anyone to author, edit, or vote on health science
content. It has exacerbated the need to develop standards
for health information and guidelines for helping non-
professionals judge its quality and appropriateness
(Robinson et al., 1998). One solution is for doctors to pre-
scribe information sources as well as medicine (Bader &
Braude, 1998). Another is to provide websites to health in-
formation that has been professionally reviewed. A third is
to better educate the public to evaluate health information
themselves.
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Costs and Managed Care


Although tuition for some health professions (e.g., medi-
cine or dentistry) can be high, education is a cost center,
not a profit center, for health care institutions. These costs
often are underwritten from income generated by hospitals
and clinics. Attempts to curtail rising health care costs, es-
pecially with the introduction of managed care, not only
affect the delivery of health services, but professional ed-
ucation and training as well. There is more pressure on fac-
ulty to spend less time teaching and more time seeing
patients and to limit the duration of individual patient en-
counters, further eroding the time faculty can coach stu-
dents at the bedside or examination room (American
Association of Medical Colleges and National Board of
Medical Examiners, 2002).


Managed care has sparked faculty interest in informa-
tion technology as a way to lighten the burden of teaching,
while others have become interested in its use for patient
and consumer health education. Ironically, while many
health insurers see information and education as a means
to control costs (people knowledgeable about health tend
need fewer services), many patients and lay people view it
as a way to ensure they are receiving appropriate care
(Bottles, 1999).


Regulations, Standards, and Licensure


Regulations and standards affect education and training
because they dictate what has to be learned. The Health In-
surance Portability and Accountability Act (HIPAA) es-
tablishes rights of access to medical information and sets
standards for privacy that impacts how educators and re-
searchers can use medical records (DiBenedetto, 2003). In
addition, many of the substances and devices employed in
health care and the procedures for their use are regulated.
There also are requirements concerning the certification of
health personnel and mandated continuing education.
When educational reforms like problem-based learning
are proposed, differences between what the curriculum
teaches and what the exams measure have to be addressed
(cf. Albanese & Mitchell, 1993; Vernon & Blake, 1993).
The PBL movement has spawned research efforts to devise


better ways to assess clinical problem solving on licensure
exams (Clyman, et al., 1995).


Convergence


Converging technologies are affecting education and train-
ing in all fields, including health care. As television, te-
lephony, and computing come together, applications are
emerging incorporating these varied modalities. It is pos-
sible to stream a video presentation and to simultaneously
have a videoconference discussing the presentation’s con-
tents. The same conferencing hardware and software may
allow physicians to consult each other at a distance and to
share whiteboard and application software to discuss in-
formation about a case and to find information related to
it. Students used to have to use stand-alone computer-
based instruction packages to learn content initially and
then to access databases separately on CD-ROM or online
to search for additional information. As instruction has be-
come more Web-centric and more databases have become
Web accessible, educational and information resources
can be unified by simply establishing links. Linking to so-
cial network tools enable students to work together outside
of class and to collaborate with colleagues at other institu-
tions. The tools also have become mechanisms for health
professionals to communicate with patients and con-
sumers and patients to communicate with each other
(Eysenbach, 2008).


The boundaries between educational and informational
applications are becoming increasingly murky, especially
in problem-based learning and evidence-based medicine
where the use of information resources is part of the learn-
ing methodology. This convergence extends into practice
where electronic medical records can be coupled with
other systems assisting providers. For example, it is possi-
ble to link to a patient’s record to databases and automati-
cally conduct research literature searches related to a
patient’s condition or to link the record to expert systems
providing advice about diagnosis and care or to knowledge
bases that can provide alerts to interactions between drugs
prescribed. Multimedia information is beginning to be in-
cluded in many electronic medical record systems.


Summary of Key Principles


1. The health science enterprise is very broad,
encompassing more than hospitals, clinics, and
the practice of providing health care. Many public,
private, and nonprofit organizations are involved in
providing care, promoting health, and doing
biomedical research and development.


2. The medical field has been the leader in
developing performance and instruction methods
that have been adopted by other health
professions. Medical education is better funded and
the risks associated with poor education and training
of physicians are greater. Consequently, there has
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been more educational research and evaluation in the
medical field than other health care areas.


3. Traditional medical curricula separate basic
science from clinical practice. This separation was
an outgrowth of the philosophy that one learns
biomedical science first and then applies it to
practice and that hypothetico-deductive reasoning
guides clinical problem solving.


4. There is a movement from traditional to problem-
based curricula in medicine and other health
professions. Basic sciences are taught in the context
of clinical cases.


5. Problem-based curricula are supported by
research on medical expertise. This research


indicates that expertise is a function of previous
problem-solving experience and that clinical
problem solving is more a function of pattern
matching than hypothetico-deductive 
reasoning.


6. The sensory nature of clinical problem solving,
the interpersonal skills needed to interact with
patients, and the associated risks to patients and
students have increased the use of simulation and
multimedia as educational methods. Computer
simulations, mannequin and real people acting as
standardized patients are used to provide a safe
environment for learning clinical problem solving,
medical procedures, and interpersonal skills.


Application Questions


1. A general disaster plan has been released for the
Washington, DC, area. The plan calls for victims in
any mass medical emergency in the District to be
evacuated first to Suburban Hospital and the
National Naval Medical Center in neighboring
Bethesda, Maryland. If these facilities reach
capacity, the plan calls for victims not in immediate
need of care (e.g., the walking wounded) to be
directed to the Clinical Center at the National
Institutes of Health, which is located in between the
other facilities. What general strategies would you
propose for ensuring the three institutions are
prepared for dealing with a mass natural or
manmade disaster? What procedures and policies
might need to be developed and how would one be
confident that they really work?


2. A retrospective audit was done at a major hospital
consisting of a randomly selected sample of patient
charts for the last year. The review identified


several sources of medical error, which included
insufficient documentation of patient current
medications and possible interaction between
previous medications and ones prescribed. A high
percentage of entries were judged illegible and in
10 percent of the cases duplicate medical tests
were done, possibly because the results had not
been entered into the chart at the time the patient
was examined or because the provider could not
find the test results in the chart. The hospital’s
Medical Director calls you in the office saying that
it is obvious that the commercial off-the-shelf 
CD-ROM program on chart management and
maintenance that he purchased and made available
to staff didn’t work. Consequently, he would like
you to develop a custom training program that
wouldn’t consume too much staff time in the
clinics and wards. How would you respond to the
Medical Director’s request?
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Although instructional design (ID) or instructionalsystems design (ISD) is typically associated with
adult learning and performance improvement in corporate,
health, government, and similar settings; instructional
designers also actively contribute to various aspects of
P-12 education through contracts with school systems,
for-profit corporations, and nonprofit organizations. ID
work with school systems characteristically involves any
combination of the following responsibilities: managing,
designing, developing, and evaluating teacher and/or
administrator professional development and training.
For-profit corporations and businesses hire instructional
designers to produce and test P-12 products that range
from integrated learning systems, educational software
and games, videos, and print materials to hardware sup-
port materials for devices such as interactive whiteboards,
graphing calculators, and clickers (student response sys-
tems). Nonprofit organizations often employ instructional
designers as external evaluators and researchers as well as
to fulfill roles similar to those completed for school sys-
tems. A primary area of P-12 focus for instructional
designers is technology integration.


From the initial emergence of computers in P-12
schools, instructional designers have aligned their efforts to
help teachers meet the challenges of integrating new tech-
nologies into classroom instruction while maintaining the
key focus of improving student learning. This thinking is
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reflected in the following 1994 quote, “[W]e have found
that the teacher is the most important ingredient for success
when using technology. It is not the computer hardware or
software. Good teaching comes first and technology sec-
ond!” (Russell, Sorge, & Brickner, 1994, p. 8). However, in
this time of ubiquitous student access to digital devices out-
side of the school setting, teachers must be cautioned to
avoid device-driven as opposed to outcome-oriented tech-
nology integration decisions. In other words, is Richard
Clark’s criticism of “media comparison” research still
viable in this age of digital natives (Clark, 1983; Prensky,
2001)? We think yes.


In this chapter, we present an overview of technology in-
tegration based on an ID or ISD foundation. We then shift
focus to influences and research reflecting technology inte-
gration classroom practices from three state initiatives. We
conclude the chapter with a discussion of the gap that exists
between current practices and what is needed to achieve the
challenges of preparing students for the twenty-first century.


Technology Integration: The
Instructional Design Foundation
Although there are numerous definitions of instructional
design, most practitioners and researchers would agree
that ID uses a strategic, research-based process that
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includes components found in the five-phase ADDIE
model (analysis, design, development, implementation,
evaluation) to achieve learning and performance outcomes
(Molenda, Pershing, & Reigeluth, 1996). Important fea-
tures of the development and integration processes are
reviewed below.


Three Types of ID Development


The ID process can be classified into three types of devel-
opment: system, product, and classroom (Gustafson &
Branch, 2002). System ID is primarily a for-profit en-
deavor involving large-scale development or repurposing
of comprehensive programs or curricula. Product ID is
also conducted by for-profit businesses, but tends to use a
prescriptive approach to create self-paced learning materi-
als, which increasingly are being delivered in an online
format. Classroom development focuses on teacher-led
instruction using modifications of existing materials or
development of new materials, which are often at the les-
son or unit level and involve informal formative evaluation
strategies (Gustafson & Branch, 2002). Classroom devel-
opment is most frequently supported by school systems or
nonprofit funding.


The three types of ID are applicable to common P-12
technology integration approaches: integrated learning
systems, computer-based learning, and classroom-level
technology integration (see Table 21.1).


Systems. Systems development is used to create
computer-assisted instruction (CAI) embedded within an
integrated learning system (ILS). An ILS is defined as,
“A complete software, hardware, and network system used
for instruction. In addition to providing curriculum and


lessons organized by level, an ILS usually includes a num-
ber of tools . . . [to] help to identify learning needs, moni-
tor progress, and maintain student records” (e-Learning
Glossary, 2009). Examples of ILS include Carnegie
Learning (Carnegie Learning, 2009), PLATO Learning
(PLATO Learning, 2009), and SuccessMaker (Pearson-
School, 2009).


Product. A second type of ID is product development to
create computer-based instructional (CBI) products or
educational software, which has consistently been perva-
sive in P-12 settings for the past thirty years. The most
common products include tutorial, drill and practice, and
educational gaming software available from online
providers such as the Academic Superstore, which adver-
tises over 20,000 software titles.


The pervasive use of CBI may not necessarily be associ-
ated with improved learning. Results from meta-analyses
research examining the effectiveness of CBI to improve
student learning typically reveal that students using CBI
perform as well as or slightly better than control-group stu-
dents (Dynarski et al., 2007; Kulik, 2003; Lee, 1999). These
results suggest that effective CBI uses evidence-based
strategies (e.g., adaptive content, frequent testing, immedi-
ate feedback, etc.), but, so do effective teachers. Therefore,
one might question whether CBI is worth the extra expense.
One suggestion is to use CBI as a supplement rather than
replacement for teachers, as seen in example benefits listed
below (Ross & Lowther, in press). CBI provides:


• Students practice on key skills and content while free-
ing the teacher to tutor others, conduct assessments, or
perform other tasks;


• Remedial instruction for low-achieving students;


TABLE 21.1 Types of ID development by technology integration examples


Types of ID Development


(Gustafson & Branch, 2002) Technology Integration Examples


Systems Integrated Learning Systems


Product Computer-Based Learning:
• Tutorials
• Drill and Practice
• Educational Games
• Educational Simulations


Classroom Technology Integration Models
• ASSURE (Smaldino et al., 2008)
• NTeQ (Morrison & Lowther, 2010)
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• Enrichment activities for students who successfully
complete the regular lesson;


• Supplemental instruction after school or in the
summer;


• Teaching material in a different way to yield deeper
levels of learning or to assist those who failed to learn
it the first time.


Classroom. The third type of ID development involves
designing integration lessons for classroom implementa-
tion in which technology is used for a variety of roles.
Jonassen, Howland, Marra, and Crismond (2008) suggest
five roles for using technology to support meaningful
learning. These include using technology as:


• Tools to support knowledge construction;
• Information vehicle for exploring knowledge to sup-


port learning by constructing;
• An authentic context to support learning by doing;
• A social medium to support learning by conversing; and
• Intellectual partner to support learning by reflecting


(pp. 7–8).


Classroom-Level Technology
Integration Models
Several technology integration models are available, in-
cluding the ASSURE Model (Smaldino, Lowther, &
Russell, 2008), the Dynamic Instructional Design (DID)
Model (Lever-Duffy & McDonald, 2008), the iNtegrating
Technology for iQuiry (NTeQ) model (Morrison &
Lowther, 2010), and the Technology Integration Planning
(TIP) model (Roblyer, 2010). Below we provide a brief
overview of two models that have a strong ISD/ID
foundation: ASSURE and NTeQ.


ASSURE Model


When thinking about technology integration, the ASSURE
model often comes to mind as the landmark approach. Es-
tablished in 1982 when computers were first being intro-
duced to schools and the workforce, ASSURE is designed
to assist teachers and trainers with providing instruction
and feedback (Heinich, Molenda, & Russell, 1982). The
ASSURE model follows a traditional ISD classroom
process that incorporates Gagné’s (1985) Nine Events of
Instruction into the final product. The most recent
ASSURE model (Smaldino et al., 2008) shifted the focus
to PP-12 technology integration rather than also address-
ing workforce training.


The ASSURE model uses a linear six-step process to
systematically design lessons that integrate teacher and
student use of technology and media. The model was given


the acronym ASSURE, as “it is intended to assure effective
instruction” (p. 87). A brief description of each ASSURE
process is provided below.


Analyze learners. The model begins the lesson devel-
opment process by first identifying learner characteristics
shown to be associated with the achievement of learning
outcomes. It is recommended that learner information
from three areas be analyzed and used to guide lesson de-
velopment: (1) general characteristics, (2) specific entry
competencies (knowledge, skills, and attitudes about the
topic), and (3) learning style.


State standards and objectives. The second step is
to state or identify the curriculum and technology stan-
dards and learning objectives. The curriculum standards
are typically those adopted by a teacher’s school district,
which in most instances are based on state and national
student performance criteria. The technology standards re-
fer to state standards that represent the National Education
Technology Standards (NETS) for Students (ISTE, 2007).
Learning objectives are stated in a traditional format that
includes the intended learners, target behavior, conditions
required for performance, and degree to which the new
knowledge or skill must be mastered.


Select strategies, technology, media, and materi-
als. The process of selecting the instructional strategies,
technology, media, and materials is determined by infor-
mation from the learner analysis that identified the
students’present knowledge, skills, and attitudes as well as
learner expectations as stated in the standards and
objectives.


Utilize technology, media, and materials. The
fourth step involves planning how the teacher will use the
technology, media, and materials to help students achieve
the learning objectives. The model recommends following
the “5 Ps” process: preview and prepare the technology,
media, and materials; prepare environment; prepare the
learners; and provide the learning experience.


Require learner participation. The ASSURE model
requires active learner participation in lesson activities. The
participation can range from mental engagement through
higher-order questioning and feedback to hands-on problem-
solving group competitions. It is recommended that activities
provide students the opportunity to practice with and apply
new knowledge or skills and receive feedback to guide learn-
ing before being formally assessed.


Evaluate and revise. The final step is to evaluate the
lesson with regard to student achievement of the learning
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objectives and the effectiveness of the entire instructional
process, including the impact of using technology and media.
The lesson should then be revised on the basis of information
collected during the evaluation. The evaluation and revision
process is repeated each time the lesson is implemented.


Overall, the ASSURE model uses an ISD foundation to
provide teachers with a systematic approach to integrate a
variety of technology and media into instruction ranging
from traditional teacher-led to constructivist student-
centered strategies. In contrast, the NTeQ model provides
a more focused approach to technology integration.


NTeQ Model


Established in 1998, the iNtegrating Technology for iQuiry
(NTeQ) model uses an instructional design foundation to de-
velop problem-based lessons focused on student use of tech-
nology as a tool (Morrison & Lowther, 2010). NTeQ lessons
strive to be relevant, motivating, and engaging by basing
problems on authentic, real-world data as opposed to simu-
lated data often found in traditional lessons. The overall goal
is to not only facilitate student achievement of learner objec-
tives, but also to gain technological competence required for
successful twenty-first-century careers. A technologically
competent student as opposed to a computer-literate student
can think conceptually about the applications of technology
in relationship to learning. In other words, this individual
views the computer as a tool to solve problems, to provide
rich data sets, to compress or expand time, and to simulate
real-world events. Students still need computer literacy
skills, but they must go beyond the paradigm of simply re-
sponding to information to one of transforming information.


Ten-step lesson plan. The NTeQ ten-step lesson
planning process is presented in Figure 21.1. The first five
steps involve specifying the objectives, determining how
technology (computer functions) can be used to support
learning, and developing an authentic problem that re-
quires students to engage in research, analysis, and pres-
entation of results. Student activities are designed during
the next four steps. These include: activities students com-
plete during computer use; what they do to prepare for


computer use (e.g., create a list of search terms, develop
storyboards); reflection activities for completion after com-
puter use; and any supporting nontechnology activities.
The final step is to design student assessment materials.


Before implementing a new lesson, teachers are en-
couraged to develop a sample student product or prototype
to determine how much time is needed to complete the
activity, identify possible glitches, and adequately plan the
“before” and “after” computer use activities. Although
most NTeQ lessons are based on ill-structured problems
that result in different solutions, producing a prototype lets
students see an example of one possible solution to better
understand what is expected.


Think Sheets. Development of a “think sheet” is also
recommended to provide students step-by-step instructions
for completing the assignment and to engage students in
responding to higher-order questions before, during, and
after technology activities. Specifically, think sheet ques-
tions guide student use of technology and other resources
as recommended in Bloom’s Digital Taxonomy to apply,
analyze, evaluate, and create products that reflect their
learning (Churches, 2008). The overall goal is to promote
information processing by having students make connec-
tions between what they know and the new information to
be learned (Jonassen et al., 2008).


The ASSURE and NTeQ models present ID-based strate-
gies for achieving effective student learning. However, the
effectiveness of a “model” varies on the basis of the context
in which it is implemented and the fidelity of implementa-
tion. In the following section, we examine influences, prac-
tices, and evaluation of technology integration.


Technology Integration: Influences,
Practices, and Evaluation


Influences


The No Child Left Behind (NCLB) Act of 2001 has
strongly influenced recent technology integration prac-
tices in U.S. schools. NCLB mandates active engagement
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by schools and districts in: (a) implementing proven
strategies for integrating technology into curricula and
instruction; (b) supporting high-quality professional
development activities to facilitate such integration; and
(c) examining the conditions under which technology is
effective in increasing student achievement and teacher
performance (U.S. DOE, 2001). One strategy to put this
mandate into action was the Enhancing Education
Through Technology (“Ed-Tech”) state funding (U.S.
DOE, 2003) initiatives. Ed-Tech offered a great deal of
flexibility in the types of programs implemented to
achieve the mandated outcomes.


Practices


Examples describing the implementation practices
of three state initiatives (Florida, Michigan, and
Tennessee) for which we served as evaluators are
described below.


The Florida Leveraging Laptops project funded pro-
grams in eleven districts across the state. Each district was
charged with using the laptops to integrate real-world
projects to support and enhance standards-based curricula
(Dawson, Cavanaugh, & Ritzhaupt, 2008).


Michigan’s Freedom to Learn three-year initiative
provided over 20,000 laptops to middle school students
and teachers (Lowther, Inan, Strahl, & Ross, 2009). The
teachers completed a comprehensive professional devel-
opment program focused on students using laptops as tools
to gain twenty-first-century knowledge and skills and
increase achievement.


Tennessee’s EdTech Launch involved twenty-six schools,
12,400 students, and nine hundred teachers (Lowther, Inan,
Strahl, & Ross, 2008). The initiative provided full-time, on-
site technology coaches to prepare teachers to create lessons
that engaged students in critical thinking and use of comput-
ers as tools to increase learning.


Evaluation


Formative evaluation was used by the three state initia-
tives to meet part “c” of the NCLB mandate to examine
the conditions under which technology is effective in in-
creasing student achievement and teacher performance
(U.S. DOE, 2001). The three states chose to use the For-
mative Evaluation Process for School Improvement:
Technology Package, which provided qualitative and
quantitative data collected from classroom observations,
stakeholder surveys, focus groups and interviews,
school-developed benchmarks, and student achievement
results (Lowther & Ross, 2003). A brief summary of
findings follows.


Student Use of Technology as a Tool
Changes Teacher and Student
Classroom Behaviors
Across all three initiatives, students in the Ed-Tech class-
rooms were significantly more engaged in “best practices”
activities than were students in comparison groups.
Included were student-centered activities such as experi-
ential, hands-on learning, independent inquiry/research,
and cooperative learning requiring use of computers as a
tool and the application of critical thinking skills (Brans-
ford, Brown, & Cocking, 2000; ISTE, 2007; Jonassen et
al., 2008; Morrison & Lowther, 2010). However, even
though significant differences in classroom behaviors
were revealed, the degree and emphasis of implementation
were moderate, as they were observed only rarely or occa-
sionally during classroom observations.


If one examines the results from the three state initia-
tives according to the NCLB mandates and the Ed-Tech
guidelines, most of the requirements were addressed: ade-
quate computer access; well-implemented, on-site profes-
sional development; teachers who believe in and regularly
integrate student use of technology, and administrator sup-
port in a positive school climate (Barron, Kemker, Harmes,
& Kalaydjian, 2003). Yet, student gains on high-stakes
tests were inconsistent. Findings from noted ID and other
educational researchers offer possible reasons for the
mixed results.


• Even though teachers believed in and engaged students
in higher-order use of technology, students also used
computers for low-level tasks—this mixed approach
may have limited the overall impact on student learn-
ing (Ertmer, Gopalakrishnan, & Ross, 2001).


• Teachers may have primarily used computers due to
“subjective norms” or expectations placed on them as
Ed-Tech grant recipients—possibly resulting in less
rigorous efforts due to lack of personal choice
(Marcinkiewicz & Regstad, 1996).


• The intensity, focus, or amount of professional devel-
opment may not have adequately prepared the teach-
ers to effectively develop and implement lessons that
fully support achievement of curriculum standards
(Kleiman, 2000).


• The high-stakes assessments used to evaluate achieve-
ment tend to focus on lower-level learning outcomes
in contrast to the higher-level learning activities
engendered by many of the technology applications
observed (Baker, 2007).


If overall technology integration outcomes are moderate
when supported with substantial funding, concerns are
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raised when looking at the overall status of our P-12 schools.
How large is the “gap” between where we are and where we
need to be with regard to meeting the technological require-
ments to prepare today’s students for tomorrow’s careers?


Technology Integration: The Gap
After three decades of numerous well-funded technology
initiatives, some impressive accomplishments are noted.
Students of all economic levels have greater access to
high-speed Internet-connected computers with the ratio
being about one computer per every four students
(Bausell, 2008). All states have adopted curriculum stan-
dards that integrate student use of technology, with most
states using NETS for Students as the basis (Bausell, 2008;
ISTE, 2007). In addition, the National Assessment of
Educational Progress is scheduled to conduct a special
study of technological literacy in 2012 (NAEP, 2009) with
the goal of including technology on future assessments.


Yet, other statistics reveal disappointing patterns. At the
state level, 2008–2009 data show that only twenty-one
states (42%) require technology coursework to receive
initial teacher licensure and only ten (20%) require technol-
ogy training or testing for recertification (Bausell, 2008).
Overall, when each state was rated according to their
capacity to use technology, twenty-six states (52%) received
a grade below “B,” with twelve states being rated at “D” or
“F” (Hightower, 2009). Evidence of these shortfalls—or
gaps—is seen beyond the educational arena. For example, a
report from the U.S. Department of Commerce revealed that
education is ranked as the least technology-intensive enter-
prise among fifty-five U.S. industry sectors (U.S. Depart-
ment of Commerce, ESA, 2003). Further evidence comes
from a recent survey of over four hundred U.S. employers
revealing that our high school graduates are entering today’s
workforce deficient in most of the twenty-first-century
knowledge and skills needed to achieve successful careers
(Casner-Lotto & Barrington, 2006).


Why are U.S. schools falling behind? Are we once again
“A Nation at Risk?” (U.S. National Commission of Excel-
lence in Education, 1983). What is keeping our innovative
teaching and seamless use of technology from being the
norm rather than what is “significantly different?” ID
researchers take a leading role in investigating these issues.
Research results reveal that technology integration is a slow
and complex process inhibited by a number of barriers, es-
pecially when combined with less traditional strategies, such
as student-centered learning. A few key examples are below.


• Availability and access to computers and resources
(Hohlfeld, Ritzhaupt, Barron, & Kemker, 2008;
Norris, Sullivan, Poirot, & Soloway, 2003),


• Technical, administrative, and peer support (Davis,
Preston, & Sahin, 2009; Sandholtz & Reilly, 2004),


• Teachers’beliefs and attitudes (Ertmer, 2005; Inan et al.,
in press; Wozney, Venkatesh, & Abrami, 2006), and


• Teachers’ technological and content knowledge
(Pierson, 2001; Inan et al., in press).


As seen, we’ve been struggling with these barriers for
nearly ten years. The section below describes recommen-
dations for addressing these long-standing concerns.


Technology Integration: Preparing 
for the Twenty-First Century
An alliance of key businesses, associations, and institu-
tions formed The Partnership for 21st Century Skills
(2009), which serves as a catalyst for change in our edu-
cational system. A major focus of the Partnership was to
identify the knowledge and skills needed to ensure that
all high school graduates achieve successful careers.
Their recommendation calls for a new educational frame-
work of student outcomes that includes mastery of core
subjects, as well as twenty-first-century skills, as de-
scribed below:


• Core subjects (as defined by No Child Left Behind)
• Twenty-first-century content: global awareness, finan-


cial, economic, business and entrepreneurial literacy,
civic, literacy, and health and wellness awareness


• Learning and thinking skills: critical thinking and
problem-solving skills, communication skills, creativ-
ity and innovation skills, collaboration skills, contex-
tual learning skills, and information and media literacy
skills


• Information and communications technology literacy:
Accessing information efficiently and effectively, eval-
uating information critically and competently and using
information accurately and creatively for the issue or
problem at hand, and possessing a fundamental under-
standing of the ethical/legal issues surrounding the ac-
cess and use of information


• Life skills: leadership, ethics, accountability, adaptabil-
ity, personal productivity, personal responsibility, peo-
ple skills, self-direction, and social responsibility (p. 1).


Although the twenty-first-century skills are listed inde-
pendently, the goal is to seamlessly integrate these new
competencies into the curriculum rather than using “add-
on” activities and courses. As seen in the following state-
ment, there is a clear need for instructional designers to
collaborate with P-12 initiatives, as “teachers and adminis-
trators need training, tools and proficiency in 21st Century
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skills themselves. Used comprehensively, technology trans-
forms standards and assessments, curriculum and instruc-
tion, professional development, learning environments,
and administration” (21st Century Education System Task
Force, p. 3).


Conclusions
Since the introduction of technology into P-12 schools,
instructional designers have played major roles in de-
signing, developing, and evaluating its use. Despite this
prevailing ID intervention and multiple studies revealing
“pockets of excellence” with regard to “outcomes-
oriented” use of technology to build twenty-first-century
skills, widespread use beyond integrated learning


systems and computer-based learning are not yet com-
mon practices.


As our nation attempts to address global changes to en-
sure economic stability, international competitiveness, and
the welfare of its citizens, our society is challenged to use
technology more effectively and pervasively in educating
our youth. A recent nationwide poll of 800 registered vot-
ers revealed “nearly universal agreement [99%] . . . about
the connection between twenty-first-century skills and
economic—and individual—competitiveness” (Partner-
ship for 21st Century Skills, 2007, p. 1). The skills and
expertise of instructional designers are critically needed to
systematically design and validate technology-integration
models and to extend and improve P-12 research to
address adoption and implementation issues.


Summary of Key Principles


1. The ID process can be classified into three types of
development: system, product, and classroom. As
the names imply, the types are associated with the
scope and focus of a project. Systems development
involves comprehensive large-scale projects, while
the scope of product development is more
prescriptive and smaller. Classroom development
encompasses the instructor, students, and
environment.


2. The three types of ID are applicable to common
approaches to technology integration in P-12
schools: integrated learning systems, computer-
based learning, and classroom-level technology
integration. Although a variety technology
integration approaches are used in P-12 schools, the
principles and practices of instructional design are
evident across the practices.


3. Classroom-level technology integration models
assist teachers to effectively plan lessons that
involve teacher and/or student use of technology.
The ASSURE model provides teachers with a
systematic approach to integrate a variety of
technology and media into instruction, whereas the
NTeQ model is problem-based and focused on
student use of technology as a tool.


4. Technology integration practices are influenced
by national policies and funding sources. Since


2001, the No Child Left Behind (NCLB) act called
for educators to implement proven technology
integration strategies, support high-quality
technology integration professional development,
and examine the conditions under which technology
is effective in increasing student achievement and
teaching performance.


5. Formative evaluation is an effective approach to
examine technology integration efforts. Methods
such as the FEPSI-TP, which include classroom
observations, stakeholder surveys, focus groups and
interviews, school-developed benchmarks, and
student achievement, provide qualitative and
quantitative data to analyze technology integration
effectiveness.


6. Student use of technology as a tool can result in
significant changes in teacher and student
classroom behaviors. Observation data from
classrooms of teachers trained in student use of
technology as a tool revealed significantly more
student-centered activities requiring higher-order
thinking, cooperative learning, and independent
research than comparison groups. Students who are
exposed to effective technology typically perform as
well as or better than control students on
standardized achievement tests and other formal
assessments of learning.
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Application Questions


1. The Tech-2-U company is providing each sixth-
grade student in a small rural elementary school
with the latest version of wireless laptops. The
company also is providing free wireless Internet
access to the school and community. The students
keep their laptops 24/7. The challenge for each
teacher is to determine how to ensure that the focus
of laptop use is outcome-oriented rather than
device-driven.
a. What are the characteristics of an integration


lesson that would result in students achieving the
lesson objectives or outcomes?


b. What is your perception of a “device-driven” les-
son? What are the main concerns of using a device-
driven approach?


2. The Tech-2-U has asked you, as an instructional
design consultant, to create a series of lesson plans
for the sixth-grade classes that received the laptops.
Tech-2-U wants an interdisciplinary series that


focuses on local community culture while increasing
twenty-first-century skills.
a. Which technology integration model would you


select to design the series: ASSURE or NTeQ?
What is the rationale for your choice?


b. What are the key steps of your chosen model that
will guide the inclusion of twenty-first-century
skills into the series?


3. Tech-2-U has also asked you to help write a request
for proposal (RFP) for external evaluation of the
sixth-grade laptop program to determine if they
should fund laptops for additional grade levels.
a. What important factors should be included in the


RFP? Would a formative evaluation approach be
justified for the RFP? Why or why not? What types
of data would the RFP encourage and why?


b. Using findings from the three state Ed-Tech initia-
tives as a guide, what results might be expected
from the sixth-grade laptop program?
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Chapter 22
Five University Roles for Designers 
From Three Nations


What do instructional designers do in higher educa-tion? What roles do they take? How do these roles
change as we progress through our careers? How are these
roles dissimilar in different geographical areas? Those are
some of the questions we will explore in this chapter.


Our approach is a little different from most other chap-
ters in this book. Think of this chapter as a type of written
symposium. As individuals working in the field, our pur-
pose is to discuss through short, personal vignettes what
instructional designers do. The vignettes discuss five
different job responsibilities instructional designers have
in higher education in Australia, Japan, and the United
States. Although there are certainly differences among
these higher education systems, there are also many com-
monalities.


You will see that instructional designers’ lives are quite
similar to other faculty and professional staff members in
higher education. Particularly in the traditional assistant/
associate/full professor faculty succession, the day-to-day
activities are not greatly distinct from academics in other
departments. What is different is our training and areas of
professional concentration. Instructional designers working
in support areas such as distance education or faculty de-
velopment are practitioners. As the use of educational
e-Learning technologies increases in higher education,
these individuals are becoming more critical to the success
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of organizations where faculty members are trained in
content, but not pedagogy.


The Australian, Japanese, and U.S.
Higher Education Systems
The structure and operations of universities in Australia,
Japan, and the United  States are similar in many respects.
Universities are separated into colleges where semesters are
approximately 15 weeks long and the teaching loads average
about three courses per semester. Administratively, all three
systems have deans, associate deans, and department chairs.
The distribution of teaching, research, and service is similar
as are the expectations for each component. The number of
students per course in the Australian system is a bit higher
than in Japan and the United States. The number of universi-
ties in the three countries varies as shown in Table 22.1.


The major difference between the Australian system
and the Japanese and U.S. systems is the progression of
ranks for faculty. In the United States and Japan, the three
ranks are assistant, associate, and full professor. For
tenure-track faculty in the United States and Japan there
are three ranks, assistant (6–7 years), associate (3–4 years
minimum), and full professor. Promotion and tenure are
separate things in U.S. universities. A tenure-track faculty
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member at any rank who comes into a U.S. university
must be granted tenure within a specified time in order to
continue working at that university. Although less
common, there are two steps for nontenured faculty, in-
structor1 and lecturer.


In Japan there are tenured and nontenured faculty. The
above three ranks are typical levels of tenured faculty. It
takes about three to five years to go from assistant to asso-
ciate, usually about ten years to go to full professor. For
example, a typical progression would be starting an
academic  career at 30, become associate professor at 35,
and then become full professor at 45. It varies depending
on the school, department, and other influences. People
who are in science areas take longer to promote. Non-
tenured faculty members usually have two- to three-year
contract positions and those types of positions are not
extended.


In Australia, there are usually five levels in a progres-
sion of a faculty member’s career. Each level has a specific
number of steps. Faculty members move up one step each
year to the top of that level. It is typical to spend the same
number of years as there are steps in the level before being
promoted. A typical progression is shown below.


• Associate lecturer—Honours or good pass degree
(8 steps)


• Lecturer—Master’s degree, common beginning level
(6 steps)


• Senior lecturer—Doctorate plus publications (6 steps)
• Associate professor—Doctorate plus one to two pub-


lication per year (4 steps)
• Professor—Doctorate plus significant research repu-


tation


Another important distinction is that in the Australian
system, very few make it to professor and there may be
only one in each department. In the United States, most


faculty members who receive tenure become associate
professors and many of these, in time, become full profes-
sors. In certain U.S. departments, a majority of tenured
faculty members may be full professors.


Sabbatical leave varies. The common term in Australia
is Academic Development Leave. Application can be
made every three years for a one-semester sabbatical. The
success rate of applications is probably between 60 and
70 percent and they are granted for major writing such as
a book, visits to various sites to gather information about
good practices that might result in a change to our pro-
grams, or participation in a substantial research project. In
Japan, sabbaticals are not as well established and vary con-
siderably. Recipients (don’t always have to be professors)
usually choose their own research topic and most of them
go overseas for their sabbaticals. In the United States,
application typically can be made after seven years for one
semester at full pay or two semesters at half pay. Projects
are similar to those in the Australian system.


Junko Nemoto, Assistant 
Professor—Japan


My Working Environment


Kumamoto University’s Instructional Systems program
(Kumamoto University, 2009) was launched as a fully on-
line program in April 2006. This is the reason I came to the
university. Along with two other new professors, I had
been involved from the beginning in the design of
Kumamoto’s program and preparation about seven
months. The program has twelve faculty members, but
only three, including me, are full time and specialize in ed-
ucational technology. The rest have affiliations such as in-
formation technology, educational policy, and intellectual
property outside of our graduate school. Having multidis-
ciplinary members among the faculty is an advantage in
this unique program. With our diverse backgrounds we can
direct different types of students’ research interests in
many areas of instructional systems. We can also create an


TABLE 22.1 Student population in Australia, Japan, and the United States


Country Universities Population


Australia 38 20 million
Japan 765 (589 private, 90 local, 86 national) 127 million
United States 2,500 (public and private) 295 million


1Some U.S. universities have a senior instructor level to recognize
nontenure-track faculty members, who are both experienced and skillful.
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educational support system because we have professionals
in both education and information technology. As one of
the professionals whose focus is educational technology, I
enjoy the challenge of having professors from other fields
buy-in to my field through working together.


My Job Role and Tasks


Since joining the faculty, I have spent a great deal of time
designing instruction and supporting program opera-
tions. I would like to spend more time conducting re-
search, but I also appreciate the advantages of building a
new program with my colleagues. At some point, I also
want to apply my academic knowledge and experience in
training and instructional design by consulting in corpo-
rate settings.


My focus in this program has been to provide a learn-
ing environment that helps engage students with their
learning process. Not long ago, I designed a learning por-
tal website where students can check their entire learning
process with other information such as FAQs, the pro-
gram’s competency list, and the list of course textbooks.
Another of my job responsibilities is an online course
that orients students taking online courses for the first
time in our program. Although students do not receive
academic credit for this course, we believe preparing stu-
dents for an online program is key to a successful learn-
ing experience. I’m particularly proud of developing this
important course.


My regular teaching load consists of three courses in
the spring and two in the fall. These courses include fun-
damentals of eLearning and instructional design, and two
eLearning practicums where students propose and develop
eLearning for real clients. I also teach two research-
oriented courses. All of these courses are co-taught and
I have equal responsibility for all course aspects. In the
coming year, I will have a new course in Instructional Sys-
tem Design Research Theory. So, the number of courses I
teach is gradually increasing, and I am pleased to expand
my teaching experience. It is also true I have anxiety and
I wonder if I can manage and carry out all my roles.


In addition to teaching, I am involved with curriculum
renovation, design support, and implementation on a
three-year funded project, Story-Centred Curriculum
(Schank, 2007; Suzuki, Nemoto, Oyamada, & Shibata,
2008). This curricular approach unites multiple courses,
usually taken concurrently within a given semester, with a
scenario from a real-world situation that is common to
multiple courses. I could say that my working environment
is an ideal place to get on-the-job training as a professional
instructional designer. Still, I often feel frustrated to have
to produce a product within a short time period working
with limited resources—a universal problem.


Steps Toward Becoming 
a Professional Researcher


Our students and associates motivate me to learn more and
conduct research. The more the students ask me questions
and seek my advice, the more I try to deepen my skill and
knowledge. I enjoy discussing with the students and think-
ing how I can help make their ideas a reality. Most of our
students have senior working experience and have differ-
ent viewpoints, which inspire me, too. Our program is get-
ting important data from results of the experimental
studies of design and implementation in our program
itself. We have collected students’ perceptions by ques-
tionnaires at various times. My challenge now is to con-
tinue until these research results become publications. In
addition, I am working on securing external support for the
program.


Gradually I am carving out more time for reading, col-
lecting data, designing research, and developing other re-
search skills. It is not easy to work within all the time
constraints of teaching and instructional design work and
conduct research that results in publications and program
support. Reflecting on my work and activities from the
standpoint of my professional career development, I hope
that what I have been doing affects my future favourably.


Reflecting on My Experiences 
as an Assistant Professor


Seeing our curricular ideas through and watching their im-
plementation is a valuable experience. I get on-the-job
training as a professional instructional designer and pro-
fessor. Working on projects with other faculty from differ-
ent areas allows me to think and learn from various points
of view. In addition, observing students’ learning
processes through the learning environment we have de-
veloped gives us direct feedback about our designs. All of
this is rewarding. As I mentioned, I feel frustrated by in-
sufficient time to develop instructional products and con-
duct research. Managing my time better will help me be
more competent professionally and stay in harmony.
Working in a university with master’s and doctoral stu-
dents, postdoctoral fellows, and professors has been mean-
ingful to me.


Jacquie McDonald, Instructional
Designer—Australia
Like many fledgling instructional designers (IDs) my
first appointment (1990) was a short-term grant contract
to design and develop commercial training materials. It
took several years of part-time work, a career side step,
and years of study before I gained promotion and tenure.
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My educational career began as a primary teacher and
after a child-rearing break I moved into tertiary educa-
tion. I will briefly share the variety of roles I have
experienced as an Australian ID—including ID in an
academic Distance Education Context and Government
health training sector.


Instructional Design Role at University
of Southern Queensland


My initial appointment was instructional designer in the
Distance and e-Learning Centre (DeC) at the University of
Southern Queensland (USQ), which has offered distance
education for more than twenty-five years and has approx-
imately 25,000 enrolments, with over 18,500 online and/or
external students, including over 7,400 international
students. In the 1990s IDs at USQ focused only on off-
campus learning, working closely with faculty content
experts (course/unit leaders) and members of the DeC
team to design and deliver distance learning materials
based on ID and distance learning theory. These materials
have traditionally been designed for independent learning,
using a “student/content” interactive approach (Anderson,
2003). Figure 22.1 shows the USQ organizational struc-
ture and interface between the faculties and DeC in the
development of distance learning materials. IDs work with
a range of faculty course leaders on new courses or courses
undergoing major revision.


Many academics employed by USQ have little or no ex-
perience in distance learning, and some employed for their
discipline or content expertise, have little educational
background or have taught only on-campus students. As an
ID, part of my role is to facilitate the development of learn-
ing and teaching strategies and introduce faculty to the dis-
tance learning production processes. This role demands a
sound knowledge of ID theory and sensitivity to the con-
cerns of academics moving into a new, distance-teaching
role. This role can lead to tension as timelines for devel-
oping distance learning materials are much longer than
preparing materials to present in an on-campus lecture. In
this context, the ability to interact effectively with faculty
staff, and “sell” ID theory (which often means more work
to time stressed staff) is a key ID skill. Elsewhere in the
chapter, Jack talks about the need for junior colleagues to
be attuned to “departmentese.” I agree that the ability to
listen and hear the real message is essential, not just to suc-
ceed in your own department, but also to work effectively
as an ID. Going into a design meeting with ID “tunnel
vision” (i.e., your knowledge of ID theory will be applied,
whatever the context) can be counterproductive. Of
course, solid knowledge of ID theory is a given tool of our
trade, but sensitivity to the knowledge of other team
members is essential.


Instructional Design Generator Model


The approach I endeavor to take as I work with faculty is
the “generator” model. I work closely with unit leaders
(subject matter experts) in the initial stages to design a
blueprint outlining the key learning and implementation
strategies appropriate for the context. In close collabora-
tion with the ID, the course leader develops a sample mod-
ule of the course and the ID provides feedback. Once
agreed upon, this provides a model for the writing of sub-
sequent modules and detailed ID feedback is not required.
This approach has proven more effective than the “trans-
former” approach. No doubt we have all experienced the
difficulties of redesigning (transforming) materials that are
near completion before ID input is sought. Of course, the
generator is an “ideal” model. In reality, the success of this
approach depends on context and personalities, not just on
the application of a model of practice.


Changing Instructional Design Role 
to Learning and Teaching Designer


Recent Australian government policies reflect wider
trends in higher education. It has embraced the knowledge
society, and reflected an increasing emphasis on student-
centered learning rather than teacher-centered learning. It
is also focused on lifelong learning and work-integrated
learning. The ID role has changed to reflect a learning-
centered approach to education. This changed focus
prompted the change in job title from “Instructional
Designer” to “Learning and Teaching Designer (LTD).”


An essential component of the ID role is keeping up
to date with ID literature and educational theory and
practice. As Jack mentioned elsewhere in the chapter,
“Faculty members are trained in content, not pedagogy,”
so sharing this knowledge with the team, and negotiating
appropriate application to course context in a team envi-
ronment, builds the knowledge base of all team
members. The role of ID/LTDs has moved through a
range of approaches as focus and subsequent funding
priorities shift from research to learning and teaching,
and we are allocated roles reflecting changing institu-
tional priorities.


An example of this change is the shift from working
with individual course leaders to a group approach. This
approach often filters down to individual interactions
with faculty members that meet the needs of changing
educational initiatives at USQ. For example, in 2003 the
implementation of a “hybrid” initiative with a mix of mul-
timedia, online, and on-campus courses, new production
software by management, plus a reduced ID team, led to
IDs working with faculty teams as an alternative approach
to the past practice of IDs mainly working with individual
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course teams. The faculty (akin to a school or college at a
U.S. university) team approach to the hybrid plan enabled
the application of a community of practice (Wenger,
1999) approach to facilitate the design, development, and
evaluation of hybrid courses. This involved sharing hybrid
theory and practice with the group to facilitate the profes-
sional development of the participating course leaders.
The professional development component of my LTD
role has increased substantially and I currently facilitate
the building of communities of practice (CoPs), which


provide a defined space and time to share knowledge to
support learning and teaching at USQ.


Impact of Australian Government
Learning and Teaching Initiatives 
on Instructional Design Roles


The Australian federal government has increased funding
and policy initiatives to support improved learning and
teaching outcomes and counterbalance higher education
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FIGURE 22.1 Overview of Organisational Structure for the Preparation of Instructional Materials.
Source: Distance and eLearning Centre Visitors Guide, USQ.
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FIGURE 22.2 Unit Team Approach: “Generator Model.”
Source: Distance and eLearning Centre Visitors Guide, USQ.


focus on research. Australian Learning and Teaching Coun-
cil (ALTC) was established in 2004 to enhance learning and
teaching in Australian universities. The ALTC receives
approximately AU$27 million annually to support a range of
programs such as grants in leadership for excellence in learn-
ing and teaching, priority projects, resources, awards, an
exchange network (ALTC Exchange), and benchmarking.


Where to?


Where to from here? Having completed my doctoral studies
in the area of online learning communities, part of my LTD
role is now facilitating the building of communities of


practice to support learning and teaching at USQ. Based on
my ID training I feel confident in my role of supporting fac-
ulty course leaders in the scholarship of learning and teach-
ing, and working collaboratively with faculty to apply ID
theory to course design, implementation and evaluation.


Brenda Litchfield, Faculty
Development—United States
So, you want to get in to faculty development in higher
education? As an academically trained instructional
designer, you will be well prepared. Sure, there are
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non-IDD people working as faculty developers in U.S.
institutions who are doing a good job. But, you, with your
training in IDD will be further ahead in your understand-
ing of what faculty members in higher education need to
be successful designers, developers, and implementers of
instruction.


Although there are several perspectives of faculty
development, the one I will focus on here is the type of
faculty development that assists university faculty mem-
bers in several important areas: analysis of students and
learning contexts, design and development of instruc-
tion, innovative methods of implementation, and evalu-
ation of teaching and learning. By using the basic
components of systems design, I am able to work with
faculty members in any department and assist in the de-
velopment of courses that meet student learning needs
and improve a faculty member’s teaching skills at the
same time. Without using instructional designers’ terms
(context, implementation, formative, entry behaviors,
and so forth), I can go through each step of the design
process in a way that is easily understood by faculty
members.


What Do Faculty Development 
Offices Look Like?


That depends on the university. Some U.S. schools have
funding to support faculty development centers with a di-
rector and staff. Some have one person who plans all ac-
tivities and conducts many of the workshops along with
additional responsibilities such as teaching. Other schools
have a volunteer committee of individuals from around
campus who are interested in improving teaching skills. At
my university, a volunteer committee originally coordi-
nated all faculty development activities. This group
worked together for several years but it became evident
that the continued success of the program would require
one person dedicated to this task. I took on this responsi-
bility for about ten years in addition to my teaching re-
sponsibilities. A few years ago, a full-time person with a
Ph.D. in instructional technology was hired to run a dedi-
cated program of faculty development. I, however, am still
heavily involved.


What Does a Faculty Developer 
Do Day in and Day out?


A major function is to plan and deliver the orientation for
new faculty. After this first introductory session, I provide
new faculty members with special attention throughout
their first year through workshops and individual meet-
ings. Typical workshops during the year include technol-
ogy skills, alternative assessment techniques, instructional


delivery strategies, course development, problem solving,
and critical thinking. In addition to specific teaching skills,
faculty request topics such as grant writing, advising stu-
dents, tenure and promotion procedures and preparation,
and research skills.


In addition to workshops, I meet with faculty individu-
ally. Working with faculty individually gives me an oppor-
tunity to analyze what they know about teaching and what
they need to know. Even though I work with a diverse
group of faculty with expertise in a wide range of subject
areas, I look at each one as a subject matter expert and go
from there. I find out what they consider to be the most im-
portant goals and objectives for their courses and then help
them design, develop, and implement strategies and activ-
ities that will keep their students’ attention and increase
learning. We also develop evaluation instruments to mea-
sure their teaching skills and students’ learning. After these
meetings, faculty members have a greater appreciation for
the design process and all its components though they
rarely practice them all.


Other aspects of my job as a faculty developer include
sending out regular e-mails of what I call Teaching Tips.
Having survived twelve years teaching in the U.S. public
school system, I have many teaching tips that can be ap-
plied successfully to teaching in higher education. These
tips are mainly things I have experienced and implemented
over time. Topics include how to learn student names, cre-
ating effective PowerPoint presentations, classroom time
savers, and teaching evaluations among others. Some are
from additional sources and books. Because of my years of
experience in faculty development, I teach a course titled,
Teaching in Higher Education. This is a doctoral level
course specifically designed to work with students who
will teach at the university level.


I also meet with department chairs and deans to design
specific workshops for their faculty. Each department has
different needs so I design workshops to address certain
topics using the department’s terminology and concrete
examples as a basis for instruction. In these workshops, I
match my instruction more directly to one group’s needs.


What Is the Hardest Part of Being 
a Faculty Developer?


It is getting faculty to come to workshops. Many are re-
luctant to admit they want or need help with their teaching.
They think nothing of going to the math department for
statistical help with a research study but many would not
dream of calling me to ask about how to create more ef-
fective instruction. I spend a lot of time just making faculty
aware that there are other ways to teach besides lecture.
When and if they agree with this then they are ready to
learn more about teaching.
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What Is the Easiest Part of Being 
a Faculty Developer?


It is being an instructional designer. Based on my training,
I know methods to identify what should be taught and how
to teach it. Through a series of questions, I can guide
faculty members through the steps of the instructional
systems design. They end up with a new appreciation for
how instruction is designed, developed, and implemented
and hopefully, may continue to practice what they have
learned.


Summary


If you aspire to work in faculty development in higher edu-
cation you are already ahead of most individuals in this po-
sition because of your training in instructional design and
development. Your degree provides you with a solid foun-
dation of how to design all aspects of instruction. But that’s
not all there is to faculty development. Working with a di-
verse group of faculty can be a challenge. I would suggest
you take courses, workshops, and seek out people who can
help you improve in areas such as negotiation skills, pres-
entation skills, dealing with difficult participants, and inte-
grating technology into the curriculum. The more skills you
have as a faculty developer, the easier your job will be.


Your efforts will mean a great deal to all you work with.
It is a great feeling to help faculty members create inter-
esting instruction and improve their teaching skills. For in-
dividuals not trained in instructional design, teaching and
designing effective and efficient instruction can often be a
mystery. You can be the person who helps them solve the
mystery.


Peter Albion, Associate 
Professor—Australia
As an associate professor in the Faculty of Education at a
regional university in Australia, I may well have hit the
peak of my academic career. As we mentioned in the in-
troduction to this chapter, our system of academic ranks
differs from that in the United States. Full professors are
rare. We have just one among about fifty academics in our
faculty and I am one of seven associate professors. In that
context, making associate professor is a significant
achievement and because, like most of my colleagues, I
became tenured while still at lecturer level and it can be
something of a comfortable plateau in a career. Since rela-
tively few make it to full professor there is hope but no
strong expectation or pressure associated with the prospect
of further promotion. At the same time, because associate
professors are senior in rank and usually in years, they are
expected to contribute to leadership in the faculty.


Each academic in our faculty is expected to contribute
across three broad areas of teaching, research/consultancy,
and service/administration. The balance among these ar-
eas and the specific tasks that make up any one area vary
according to the needs of the faculty and the interests, skills,
and rank of the individual faculty member. Associate pro-
fessors have been part of the system at this or another uni-
versity for long enough that they can negotiate work
assignments that are mostly a good fit for their own interests.


Teaching


The teaching assignment of an associate professor may in-
clude large courses that are central to a program and require
experienced leadership as well as smaller courses that align
closely with research interests. For an associate professor
working in the area of instructional technology there is an
expectation that both the content and presentation of courses
will reflect recent and current developments in the field.
Many, but not all, of the new and updated technologies that
appear daily offer potential for instructional use. It is im-
portant to incorporate those that show most promise into
courses as both subject of study and learning tools. In addi-
tion to learning the new tools, assessing their potential and
integrating their use into courses, an associate professor
working in instructional technology is likely to be called
upon to offer advice and assistance to other members of the
faculty who are considering the application of new ap-
proaches in their own teaching.


Research


As experienced academics, associate professors are expected
to have an established profile in consultancy and research, to
be able to identify new lines of inquiry together with sources
of support, to be productive in research publication and to
provide research leadership for more junior colleagues and
research students. The capacity to work with and lead teams
is an important quality in this area. An associate professor
who pursues idiosyncratic research interests that offer few
opportunities for participation by other faculty members is
liable to be seen as putting his or her own personal satisfac-
tion ahead of the common good of the faculty. Allowing such
a perception to develop among those who make decisions
about allocation of resources and work assignments within
the faculty can have negative consequences. Being open to
working with colleagues can create opportunities to conduct
worthwhile research while simultaneously being seen to
contribute to the wider work of the faculty.


Service


In addition to providing leadership in their teaching and re-
search, associate professors are expected to contribute
through administration and service to the faculty, university,
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and professional community. As members of the profes-
sional community they can be expected to review papers for
scholarly publications and conferences. They may also ac-
cept leadership roles as members of committees of profes-
sional organizations. Within the faculty, associate professors
will be expected to contribute to organizational develop-
ment. They may find themselves leading degree programs,
serving as department head, or taking more major adminis-
trative roles such as associate dean. These are important
roles that must be filled if the faculty is to function effec-
tively and they require knowledge of academic functions
and capacity to work with people. Sustaining a research pro-
file while fulfilling a significant administrative role requires
careful personal management.


In recent years, the enthusiasm for online teaching and
learning has created interesting opportunities for those of
us working in instructional design and technology to share
our knowledge and experience with colleagues in other
parts of the university. I have enjoyed the opportunity to
work with colleagues from other faculties on the introduc-
tion of new instructional technologies.


My work as an associate professor in the area of in-
structional technology is varied but is easily connected to
my central interest in the application of technologies to
improvement of learning. It requires me to keep up to date
with developments in both technology and education and
especially their intersection. It is both challenging and
fulfilling.


Jack Dempsey, Full Professor—
United States
One of the shocks of middle age is being there. If you live
long enough, you may become one of the inmates running
the asylum—or at least a trustee. That happened to me.
I’ve been at my university for over twenty years. Ten years
ago I was promoted to full professor. So, I’m speaking
from a particular slice in time on the job. Plus, shortly af-
ter I was promoted to professor, I became a department
chair. Now that’s a job that takes much from what any ac-
ademic loathes to give: time and energy—both precious. I
was a department chair for seven of the last ten years, and
I know it must make my views of the professor role differ-
ent from some folks.


First, I should state what I have heard from a number of
senior faculty members: Becoming a full professor was an-
ticlimactic. When I became a tenured associate professor,
a couple of colleagues and I went out to dinner and cele-
brated. When I received notice of my promotion to full, I
was happy for the raise, but otherwise it was just another
day. In academia in the United States, tenure holds the
keys to the safe door. The full professor rank is a plateau,


not a summit. There are prestige and minor power levels
associated, but in the United States, these are less evident
than one would think. The Australian system that Peter
mentioned seems exceedingly more reflective of the re-
quirements of society in general than the U.S. system.


It takes a great deal of patience to succeed in your pro-
fessional life in higher education. I don’t mean from any-
one else’s perspective. I mean from your own. By the time
you’re a full professor you probably feel more comfortable
in your own professional skin. You probably don’t even
consider many of the things that most worried you as an as-
sistant. You may, but if you do you’ve lost the real pleasure
of your promotion. Perhaps that’s one thing reaching a
senior faculty position gives you—reassurance.


Like many a determined faculty-naturalist, I have en-
joyed watching the metamorphoses that happen as aca-
demics become senior faculty. Freed from the pressures of
tenure and promotion, they are able to steer their own
courses more than almost any other professionals. Most
change because of their promotion and the occupational
stability it brings. Some full professors’ careers become su-
perb; some reasonably solid; others become downright
ugly. The superb full professors are at the top of their game,
work as hard or harder than they ever have, and are often
the most valuable individuals to their academic institutions.
The downright ugly full professors muddle safely in their
tenured mediocrity, become out of touch with their fields,
and avoid university-related responsibilities.


The notion of full professor varies at different institu-
tions, but all are expected to provide leadership at the aca-
demic program, department, college, and university levels.
Professors’ leadership in academic programs includes
maintaining their productivity in their areas of academic
interest. Unproductive full professors can only drag a pro-
gram down. Does this mean research only? Probably not.
It’s no secret that many of the senior faculty members in
some our most celebrated academic programs are not ac-
tive researchers. Research expectations vary by institution,
but in general, our system allows some flexibility. At the
program level, productivity for full professors is often
more related to their personal strengths. Some individuals
may concentrate on getting grants or developing educa-
tional projects. Some work on writing chapters and books
in their field. In some institutions, some will focus much
more on the technology of teaching. Many full professors
regularly go “on the road” with workshops or have con-
sulting businesses related to instructional design that help
their academic program’s visibility. Still others look for
leadership roles in professional organizations. Many aca-
demic departments are composed of a number of pro-
grams. Some full professors serve as department chairs or
academic program coordinators. Almost all full professors
have increased institutional committee participation.
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Because many readers of this chapter will be consider-
ing an entry-level position in higher education, it is proba-
bly worthwhile to close this section with a caveat about
departmental politics. Academic departments often adopt
a certain language that Hume (2003, p. 5), refers to as “de-
partmentese.” This can appear to be a foreign language to
a new assistant professor. As chair of a large department, I
frequently listened to senior faculty members complain
about junior faculty for things that have to do with the ju-
nior’s inability to “hear the real message.” Not long ago, I
heard a full professor state how angry he was with a junior
colleague who he said refused to be flexible in the course
scheduling process. The senior faculty member’s expecta-
tion was that since he had served his time with less favor-
able assignments, he didn’t understand why the junior
professor should complain. He told me because of this per-
son’s attitude and occasionally abrupt manner during fac-
ulty meetings, he would likely not vote for tenure and
promotion. The implication of this common scenario in
higher education is that senior faculty will sometimes


make summative judgments affecting junior members
based on their own professional self-interests or impres-
sions from limited social interactions. In this case, I doubt
that the junior faculty member was insightful enough to
even observe the damage done.


In most other ways, active senior faculty members
spend their time like junior faculty. We observe the dictates
of the higher education holy trinity (teaching, academic
productivity, and service) and make an effort to improve.
We have spouses and kids that are starting to get a little
older. We wish we had saved more for our retirement when
we were assistants. We live in nicer domiciles. Our insur-
ance costs more. And we often have well-developed dis-
positions that junior faculty members abhor.


I have friends who have been full professors for
30 years. I am humbled by what a competent full profes-
sor who uses those years well can accomplish over time.
Another thing these men and women have shown me—
much of their good work will go unnoticed. It’s expected.
A full professor should be able to carry the load.


Summary of Key Principles


Working as an instructional designer in higher education is
a rewarding and fulfilling experience. Whether you teach
courses or work with faculty, every semester is different and
situations are always changing. You must learn new teach-
ing techniques and integrate technology. You must be will-
ing to revise, create, and innovate as a regular part of your
job and explain what you do to others. As an instructional
designer, you were trained to design and develop instruction
to help others learn and retain information, principles and
concepts. Higher education can offer you an exciting venue
to practice your ID skills while helping students learn and
helping faculty learn how to design instruction.


1. Be prepared to explain what you do in common
terms. Most people you work with will not
understand our language. Develop your own simple
explanations and definitions of what we do.


2. Carve out time for research. Teaching in higher
education is demanding and time consuming. If you


are on an academic track, you must strike a good
balance between teaching and conducting your
research and budget your time carefully.


3. Find a mentor. Junior faculty or new hires should
seek out an experienced faculty member to help find
out what life in higher education requires. Don’t be
afraid to ask for help and take advice if it is reasonable.


4. Service can be time consuming. It is easy to be on
many committees that require a lot of time.
Appointments are usually not optional but you can
work with your chair to make sure you balance your
time.


5. Develop a good rapport with faculty in other
colleges. If you work with faculty across campus, it is
imperative you have good communication skills and
are seen as a helpful, accessible person. Different
disciplines have different cultures and personalities.
You must be able to get along with all of them.


Application Questions


1. You are a new instructional design faculty member
who has just been hired after working in business and
industry for five years. In your private-sector job, you
supervised fifteen employees, and were one of ten
managers of a department. Now you are a junior


person in your department and you are supervised by
a department chair and everyone else is senior to 
you. As you begin your first semester, your chair has
given you a short orientation to policies and the link
to the faculty handbook. In addition, you have been
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assigned a mentor. This person will help you navigate
the waters of academia and learn about the
responsibilities you will have. Formulate a list of
questions so you gain a thorough understanding of
the role you are expected to have in the department,
the college, and the university.


2. Your assignment at the university is the position of
instructional designer in a teaching and learning
center. The center provides workshops and
individual assistance to all faculty and adjuncts
across campus. Most faculty members are reluctant
to seek the kind of help the center offers. Most
consider lecture the only valid instructional strategy
for content delivery. Faculty members in the hard
sciences are particularly fond of lecture and
sometimes vary little from it even though they have
been tasked to integrate new methods. A new
assistant professor from Chemistry is meeting with
you to discuss how to redesign her course. She wants
to try some new delivery methods but is still not sure


about giving up lecture altogether. What will you
cover in the first meeting? How will you explain ID,
what it does, and how it works? How will you get
her to let go of lectures?


3. As a new assistant professor you have a demanding
schedule. You teach more than other professors.
You have large undergraduate classes, several
classes, and you are on numerous committees. You
try to find time for research but there are just not
enough hours in the day. You spend so much time
grading and designing classes that there is little else
you can do. You have some great ideas for research
but you just do not have the time. You do not want
to say no to assignments or complain but you know
you have to do something. What are your plans for
how to be successful in your assignments and, at
the same time, maintain a research agenda? What
are your priorities? How will you balance
everything? What will you do if you become
overwhelmed?
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Chapter 23
Developing Learning to Meet Complex 
Challenges for an Undivided World


We live in interesting times. Our world, a negligiblespeck of dust in a vast universe, is, as Jeffrey Sachs
(2007) puts it, “bursting at the seams.” Against the back-
drop of the 13.7 billion-year history of the universe
(WMAP, 2009), human presence on earth is but a ripple in
the ocean of time; trivial, except for our dramatically ac-
celerating capacity, especially during the Modern Era, to
control ever increasing proportions of the energy flow in
the biosphere. This has led to a world of unprecedented
complexity (Christian, 2004; 2007). It calls for developing
our abilities to learn in ways that enable us to do more than
merely keep pace with such growing complexity. We must
improve our intelligence at interacting wisely with the
change we produce, well aware of the fragility of the do-
minion over which we, immodestly, claim responsibility.
A peek at the short movie History of the World in Seven
Minutes (World History for Us All, n.d.) may elucidate
how dramatic such acceleration has become. Check it out
before you read on.


Carelessness, and perhaps arrogance, has led to the naïve
belief that somehow we, or nature, will automatically solve
the problems we create as we intervene ever more drasti-
cally in our environment. Not so. Most quoted in this regard
is the agricultural revolution, which took place ten thousand
years ago. It created the conditions for growth of the human
population beyond the bounds nature sets to any species.
This, as so many later innovations, has profoundly changed
the world. After it had taken the entire evolutionary history
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to populate the earth with 3 billion people by the year 1959,
a mere four decades were needed to double that number by
1999 to 6 billion, and no one yet knows how we’ll feed sus-
tainably and equitably the more than nine billion people we
expect to be alive by 2050. Our actions have led to depletion
of resources, gross inequality within and between geo-
graphical regions, extinction of species and thus reduction
of biodiversity, climatic effects we may only partially un-
derstand but that look serious enough to suggest that pro-
found changes in the way we live may be required, and
increased risk of pandemic disease, to name but a few of the
problems of planetary dimension and import with which
current generations grow up. That’s just for the downside.


On the upside it is noted that we liberated ourselves
from the burden of merely caring for our biological sur-
vival. We created “free” time, allowing rich cultures to
emerge and future generations to interact with and build on
the heritage of the past, an essential feature of human
learning. It made us fantastically clever. We now possess
unprecedented computing power and other technological
means. We created communication and information-
sharing networks that span the globe, accessible by in-
creasingly large proportions of humanity, allowing global
communities to emerge across geopolitical and cultural
boundaries. We found the key to understanding our genetic
makeup and hereditary past. We understand better than
ever the relative value as well as the frailty of our home in
the universe and we finally know, and know it for sure, that
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the sustainability of human life on earth, beyond the mere
200,000 years since Homo sapiens emerged, is more than
ever in our own, collective, hands. That realization calls for
a serious look at what we actually mean when we say we
are learning. It also calls for seriousness in our pursuit to
develop learning for everyone, not just those who read
these lines and thus live in parts of the world where books
are available.


I thus start off with a story inspired by the plight of the
less privileged, that is, the majority world and continue
with observations about context in the so-called develop-
ing world. Next comes my own story about becoming an
instructional designer without realizing it. I conclude with
observations about the meaning of learning and finally
summarize key principles and practices touched upon in
this chapter.


What If It All Fails?
I live in a small village in the south of France. Despite the
rural setting, I have enjoyed many years of excellent, vir-
tually uninterrupted, high speed Internet access, including
free Voice Over Internet Protocol (VOIP) telephony to
more than one hundred countries and, at very reasonable
rates, to other parts of the world. Not long ago the system
broke down and left me gasping for breath. The episode,
which lasted several days, made me acutely aware of how
dependent we have become on the ubiquitous presence of
technological means to support us in our daily activities,
not just the luxury ones, but also those we perceive as es-
sential. Luckily, I still had access to a mobile phone net-
work that worked, allowing me to take care of my most
vital communication needs.


After three days the ordeal was over and my worries
were gone. Or were they? What if it fails again? What, if
for whatever reason, it should fail for good? And what
about those hundreds of millions of people around the
world for whom the tools that we, in this economically
overdeveloped part of the world, simply take for granted,
will never in their lifetime even be in reach? What differ-
ence does it make for them? What difference does it make
for the world?


The Story of Djo
Djo is 18 years old. He lives in the Democratic Republic of
Congo (DRC). He is interested in the sciences and mathe-
matics. He told me three years ago he wanted to become an
engineer. Still in secondary school, he started communicat-
ing with me via sporadic e-mails. Such communication had
become possible thanks to a satellite-enabled Internet con-
nection that I had been involved in establishing, during the


early years of the past decade, in the isolated area where he
lives in the province of Bandundu.1 Considering its imme-
diate benefits, the internationally funded project had been
relatively expensive. Its high cost per beneficiary had been
justified as it was destined to serve as a pilot experience for
possible further expansion. However, so far it has served
but a relatively small number of teachers and their students
in what is no more than a miniscule fragment of a vast
country whose horrific colonial past provides the setting for
one of the classics of English literature, Joseph Conrad’s
(1902) Heart of Darkness, a past of which we are forcefully
and painfully reminded also in Hochschild’s (1998) King
Leopold’s Ghost: A Story of Greed, Terror, and Heroism in
Colonial Africa (Figure 23.1).


A couple of months ago Djo sent me an e-mail, follow-
ing a long silence for which he apologized. He mentioned
he had much to tell, but he couldn’t. The Internet center,
his lifeline to the outside world, had been closed half a year
ago and now he had to be quick, because “I’m at hospital
connection, and only nurse and all hospital agent can con-
sult.” A mission post, not unlike the one that serves as the
setting for Barbara Kingsolver’s (1998) novel The Poison-
wood Bible, is a prominent presence in his village and it in-
cludes a hospital. That’s how.


“I’m at hospital connection, and only nurse and all hos-
pital agent can consult.” Clearly, Djo’s English is less than
perfect. No wonder. The official language in the DRC is
not English, but French. However, French is not Djo’s


1Interested readers may want to explore the area mentioned via Google
Earth at 4° 25' S 18° 26' E to get a satellite view of what the landscape
looks like.


FIGURE 23.1 If Djo had been lucky, he might have 
been taught science like these children, interacting with a
teacher and engaging in hands-on activities (but he
probably wasn’t that lucky).
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mother tongue either and his mastery of written French is
even less perfect than his English, even though part of the
instruction he received in school must have been in
French. But he perfected his English when he got access
via the Internet to the freely available Basic Books in Sci-
ence (http://www.learndev.org/ScienceWorkBooks.html),
which I had brought to his attention. To further improve
his English, we changed from French to English in our 
e-mail conversations. Nonetheless, you can’t beat the sys-
tem that easily. When he sat for his final exams at the
school he attended, he didn’t make the grade. So, he re-
peated his last year at a school away from home but still
relatively close to where his parents live. It had a better
reputation and his second attempt was successful, but not
successful enough to be admitted at the University of Kin-
shasa’s school of engineering, his original dream. Instead,
he had to settle for medicine.


Such is the plight of those who, like Djo, must learn
in sheer impossible circumstances. Djo’s case is not
unique, though. Others persevere as well, but it’s a
small minority, and it’s often at great personal sacrifice
and sometimes thanks to a dose of luck. Slowly things
will change in even the most impoverished parts of the
world. Slowly things do change. When I started work-
ing in sub-Sahara Africa forty years ago, there were
very few African colleagues of equal stature. Now, two
generations later, when engaging in evaluation or needs
assessment exercises in the context of international


development efforts, I habitually team up with colleagues
from the countries or regions in question who are emi-
nently competent in their field. Some have been my own
students. While formerly external expertise might have
been inevitably a necessary input in designing, imple-
menting, monitoring or evaluating development efforts,
this is no longer the case. In fact, local expertise is often
better placed and culturally more appropriately embed-
ded to take care of those things. In half a century, we have
transitioned from aid to genuine collaboration.


Observations About Context
Classrooms in the DRC—as well as in many other devel-
oping countries, particularly in Africa—are often cramped
and leave much to be desired (Figure 23.2). Yet, children
who do go to school are privileged, in a sense. Many of
their friends don’t have the opportunity. Parents, who have
limited resources, frequently have to choose between who
among their children they will send to school and who not.
For reasons of the family’s economy, boys are, as a rule,
far more likely to be chosen than girls.


Considerable proportions of the population, sometimes
50 percent or more, thus do not go to school. Consequently,
there are immense needs both to improve opportunities for
formal schooling and to create innovative alternatives to the
formal school system for those, both young and old, whose
learning will take place outside the classroom.


FIGURE 23.2 Classrooms, here in the rural DRC, frequently leave much to be desired. On the left: seating
arrangement for sixty-one boys and sixty-four girls (according to a note on the top left-hand side of the
blackboard). On the right: student engaged in “blackboard” work.




http://www.learndev.org/ScienceWorkBooks.html







232 SECTION VI Global Trends and Issues in IDT


FIGURE 23.4 Creative teachers use resources available in their local environment, 
transforming them into useful tools for learning.


FIGURE 23.3 Teacher and students using the local
environment as a space for learning.


Once in school, the problems are far from over. Compe-
tence among teachers varies greatly. I have come across
some excellent teachers, such as the one in Figure 23.1, or
the teacher in Figure 23.3, who is seen taking his pupils out-
side the classroom to experiment with a model river system
that he has constructed the previous day as part of his les-
son preparation, allowing his students to investigate the
flow of water under a variety of conditions, familiarizing
them with vocabulary that permits them to describe to each
other what they find out, and linking what they learn to the
reality of the river Kwilu on whose banks their village is lo-
cated. Other good teachers that I have met use local re-
sources to construct their own equipment (Figure 23.4),
engaging their students actively, both mind and body.


The phrase “technology for education” acquires en-
tirely new meanings in such conditions, yet it is very ap-
propriate to “think technology” under these circumstances
for exactly the same reasons as one would consider using
a computer simulation in what the reader may perceive as
“normal” circumstances. What should be considered “nor-
mal” simply varies a lot as one travels around the world.
And remember that Everett Rogers (1995) defines tech-
nology as “a design for instrumental action that reduces
the uncertainty in the cause-effect relationships involved
in achieving a desired outcome” (p. 12). Nothing in that
definition is said about the kinds of instruments that are to
be used to achieve a particular outcome. In some circum-
stances, a discarded can or a piece of bamboo may just do
the trick.


Unfortunately, the examples of teaching excellence
given above are the exception rather than the rule in many
developing countries. Often, teachers resort to pedagogies
that encourage and reinforce rote learning habits, usually
because that’s how they have been taught themselves and
no one ever showed them how it could be done differently.
Besides, overcrowded classrooms are less than ideal for
trying out alternative options. In addition, their mastery of
curriculum content is frequently weak and sometimes
downright insufficient, which makes them feel insecure and
therefore less eager to experiment with new methods. Also,
they may be poorly paid and have no access whatsoever to
relevant sources of information such as books, let alone an
Internet connection. If their performance is poor, it’s gen-
erally not their fault. They do what they can with what they
have in terms of personally acquired abilities and whatever
they find in their environment to work with or build on,
which is not much. Naturally, poor conditions for learning
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FIGURE 23.5 Four of my physics students in Botswana
experimenting with standing sound waves in a tube made
of empty beer cans.


at the elementary level “trickle up” to secondary and post-
secondary levels, affecting the quality of learning through-
out the formal system, often impacting as well the informal
and nonformal connections to the formal system. Address-
ing the problem thus requires systemwide attention.


The Designer’s Story
I started out in life as a theoretical physicist; not an in-
structional designer. As a researcher, I had been interested
in the workings of nature at the subatomic level, later shift-
ing my attention to more complex structures, such as mol-
ecules and molecular processes, particularly those with
relevance for living systems. My next career move directed
my attention away from quanta and molecules to the im-
mensely more complex world of learning human organ-
isms and the learning communities in which they are
organized or organize themselves. But don’t worry. I’m
not suggesting that you must first become a physicist be-
fore you can be an instructional designer. It just happens to
have been part of my personal history. Other people join
the field from the most diverse range of disciplines. It’s
one of those things that makes our field so very interesting.
It is already eclectic in its own right, but then, on top of
that, it is also joined by individuals from the most unlikely
wide range of backgrounds.


I became interested in human learning because I loved
to teach physics. Besides, for reasons I can’t quite trace
back, I also developed an interest in societies and cultures
other than my own. This eventually brought me to Africa,
where I lived and worked for a solid twenty years. Later, I
started to work internationally in a more distributed fash-
ion, spending shorter periods of time at places in different
places around the world.


The overwhelming conclusion I draw from all this work
is that design for learning is in the first place a huge effort
at solving complex problems of which learning is a signif-
icant, but usually not the only, dimension. I wasn’t an in-
structional designer, at least not in the sense of having been
formally trained, when I arrived for my first job as a junior
expert in Botswana. Rather, I was a run-away physicist
who had ended up in the Kalahari Desert in Africa. My pri-
mary task: upgrading the capacity of all of Botswana’s 599
unqualified and underqualified elementary school teachers
for the teaching of a form of integrated science relevant to
the local context while promoting the application of active
pedagogies on the part of the teachers and hands-on in-
volvement of the students in the teaching-learning process.
In addition, I was to train the first batch of physics and
math teachers for the secondary schools. My problems
were not unlike those—explained earlier—the average
schoolteacher in Africa must tackle. The only difference
was that I was facing them at the next higher level, as I was


supposed to be training those teachers. My first task, if I
were to play any role in getting those problems solved, was
to see the world through their eyes. That challenge taught
me another crucial lesson: in addition to the determination
to solve problems that looked too ominous to grasp, I had
to learn to listen, to listen very carefully. In the case of
Botswana it led me, among other things, to learn the local
language, SeTswana, the mother tongue of most people, so
as to understand the problems my math students were fac-
ing in acquiring particular abstract concepts (Figure 23.5).


My work in Botswana lasted three years. After a two-
year interim—in which I became a documentary film-
maker, working on social issues pertinent to the Middle
East conflict—I returned to Africa and worked for the next
thirteen years in Mozambique. I learned many more les-
sons and I learned them deeply for two reasons: (1) I had
become more experienced and professionally more ma-
ture, and (2) the problems I was facing were vastly more
daunting and complex.


I had been recruited on the basis of my credentials as a
physicist and was thus initially engaged by the Department
of Physics at the Eduardo Mondlane University to teach
physics to physics students. However, it was soon discov-
ered that I could serve the University in multiple other ways.
One of them, to which I dedicated a couple of years, was
training physics and chemistry teachers for the country’s
secondary schools. This responded to a very prominent and
acute need. At the time of my arrival, Mozambique had been
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independent for a year and a half. During that period virtu-
ally all Portuguese cadres, who had run the school system
under colonial rule, had left the country, leaving nothing be-
hind. No one had been trained to take over from them. Con-
sequently, there were no Mozambican teachers to fill the
gaps. My specific assignment was to help my students—
most of whom had never even imagined they might be asked
to become teachers—to discover how to teach physics,
rather than what to teach. “Didactics of physics,” it was
called. In plain English, “didactics” refers to the art or sci-
ence of teaching. But my students—the best the country
could afford—had no specific background in the disciplines
they were supposed to teach. They had merely graduated
from the classes they were supposed to go back to and teach
as soon as they would finish their two-year training. But
how can one be artful and scientific in teaching content one
does not master? The answer is simple: one can’t. The prob-
lem was larger than what I had been told it was. Luckily, I
had a lot of freedom, allowing me to redefine the problem
and adjust my assignment accordingly. Analyzing the prob-
lem, I saw that there were at least twelve different things my
students should learn (see Figure 23.6, which lists them in
French—sorry for that, but you can’t read it anyway, be-
cause the print is too small). Those twelve objectives related
to the substance to be taught as well as to methods to be em-
ployed to facilitate how students could best familiarize
themselves with the content in question. In the process, my
trainees also had to clarify for themselves what it really
meant to deal with problems in a scientific manner (as op-
posed, for instance, to appreciating or interpreting natural
phenomena against the backdrop of metaphors embedded in
the autochthonous knowledge system). They were not only
supposed to clarify this for themselves, but also to be able to
help their future students to do so. In other words, they
needed to be able to think critically about both the scientific
way of approaching the world and how they would interpret
the world from the perspective of the culture in which they
grew up. Besides, they were teachers in need of continually
perfecting the skills they would hopefully acquire during
their initial training. This meant that they had to be able to
analyze the teaching-learning processes they were getting
involved in, commenting on them critically and construc-
tively. Last but not least, they would be working in schools
without substantive material resources, which meant that
they had to learn to acquire and construct such resources
themselves, using whatever was available in their work
environment.


Rather than dealing with the twelve components of
my complex problem in separation of each other, I de-
cided it would be much better to keep them together and
invent a teaching-learning environment that, in a holistic
manner, would match the complexity of the problem. I
had a couple of ideas myself and used them to start the


process off. There wasn’t much time for preparation.
Somehow, I told myself, it will become clear. Indeed, it
did, thanks to the help of my students. It’s a process that
Vera John-Steiner (2000) later coined “creative collabo-
ration.” That phrase expresses exactly what it is. It’s an-
other lesson I learned; by doing. Whenever facing really
complex problems make sure you are in the company of
others with whom you can sculpt the solution together.
Your first cut will be far from perfect, but creativity, en-
gendered through dialogue, will help you mold the solu-
tion until it’s in perfect shape. When we had reached that
stage, the solution we had found could be decomposed
into twenty-one principal elements (Figure 23.6). Some
of those elements had a one-to-one correspondence with
a particular objective, but very often there were multiple
objectives that could be related to a particular element of
the teaching-learning process—and vice versa, because
there were also single objectives whose attainment de-
pended on multiple elements of the teaching-learning
process. Figure 23.6 shows the graphic representation of
the different types of correspondence.


This all happened around 1980. Doing what we did, in
what then was an isolated part of the world—there was
no Internet yet and postcolonial civil strife combined
with covert and overt forms of foreign intervention were
on the rise, making contact with the outside world even


FIGURE 23.6 Mapping diverse learning objectives on a
complex array of instructional procedures and vice versa
(Visser, 1981).
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more difficult—we solved, through reflective practice
(Schön, 1983), another interesting problem, that of the
traditional separation in the teacher training practice of
pedagogy and subject matter knowledge. A couple of
years later, Shulman (1986, 1987) would address the
same problem at the theoretical level and coin the phrase
“pedagogical content knowledge” (PCK), an amalgam
later to be extended by Mishra and Koehler (2006) into
“technical pedagogical content knowledge” (TPCK).
And, yes, indeed, that concept too applied. We had tech-
nology included in the mix. We reinvented microteach-
ing, a technology originally developed by Alan and Ryan
(1969) for component-skills training using studio-style
video feedback. Such material conditions were out of
reach for us at the time. So, we used only rudimentary
video equipment, a portable reel-to-reel video recorder
on loan from the Electrical Engineering Department with
a 5-inch viewing screen, in combination with enhanced
use of peer-observer feedback in a group discussion con-
text. In addition, students took an active part in inventing
the technologies referred to earlier, based on the creative
use of local resources and supported by a mimeographed
copy of the Portuguese translation of the New UNESCO
Source Book for Science Teaching (UNESCO, 1973).


I went on, after that, for another three decades, encoun-
tering ever more complex situations, but continuing to apply
the same great lessons I had meanwhile learned. However, I
was still “just a physicist,” practicing the trade of the in-
structional designer without having been trained for it in
any formal way. Most people do it the other way around.
Luckily, my good friend Abraham Zalzman from Caracas,
Venezuela, whom I first met in 1984 in Mozambique and
who saw my work, kindly told me then that what I was do-
ing was called “instructional design.” He mentioned the
names of Robert Branson, Leslie Briggs, and Robert Gagné.
“Get in touch with them,” he told me. I bought their books
and studied them, thoroughly. Next I visited them as well as
the other members of the team of instructional design ex-
perts that Robert Morgan had assembled at Florida State
University. Before I fully realized what I had done, I had
myself enrolled in their program and started classes in the
fall of 1985, finishing with a Ph.D. in 1989. It was a great
opportunity to reflect on past practice and develop new prac-
tice, informed by the theory I meanwhile mastered. The time
had come to start contributing to the theory myself.


Observations About Learning
Over the years I have helped other people learn and learned
myself. In the process, I discovered a couple of interesting
things about learning. To end this chapter, I offer for your
reflection and for discussion some observations, based on
what I learned about learning.


Observation 1


Few people are able to give a lucid answer to the question
“What is learning?” Posing the question often leads to si-
lence and embarrassment. Most people take for granted
that we all mean the same thing by learning. Not so. Per-
ceptions vary across individuals. They depend on our ex-
periences and particularly on how deeply we reflect on
those experiences. A superficial answer often comes down
to something like “That’s what you do in school.” How-
ever, when asked about their most significant learning ex-
periences in life, most people will refer to real-world
experiences that occurred outside formal educational set-
tings. Querying them about how learning has impacted
them along the lifespan, answers will vary from “I never
learned anything” (uttered by those who never went to
school or who feel that schooling was lost on them) to
“I’ve always been learning” (said by those who consider
themselves true lifelong learners). From the perspective of
those who design for and facilitate learning it is important
to understand and appreciate this diversity of perceptions
and create experiences that generate meaningful learning
that recognizes the profound connection between deliber-
ately designed learning environments and their natural ex-
tensions into the world of informal learning.


Observation 2


The world of informal learning is tremendously rich and
varied, but still largely unexplored by the educational and
research communities. It is helpful from a design perspec-
tive, in whatever area one works, to recognize how one’s
particular area of work is embedded in the learning land-
scape at large. A recent study by a team of eighteen re-
searchers (Visser & Visser-Valfrey, 2008) explores the
beauty and diversity of the learning landscape.


Observation 3


How we conceive of learning determines what we will do
to help other people learn. If we think of learning as a
process that leads to acquiring particular well defined
skills, we will limit ourselves in our role as designers and
teachers to the attainment of that static goal. Once the goal
is reached, the learner is “done learning” and our job is
over. If, on the other hand, our vision of learning is a dy-
namic one, one that recognizes that learning is lifelong in
the true sense of the word, meaning that it never stops,
then our responsibility as designers and learning facilita-
tors extends beyond reaching the goal of the job at hand.
In addition to doing what we are supposed to do, we will
then also be concerned with the state of the learner as
learner. We will be interested in contributing to the dy-
namics of the learner’s ability to become a better learner,
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in a lifelong and life-wide perspective, through reflective
learning practice.


Observation 4


The learning we humans engage in reflects a lifelong dispo-
sition of openness toward dialogue with our human, social,
biological, and physical environment. We engage in that
dialogue to become better and better at interacting con-
structively with the change we collectively and individually
generate (Visser, 2001). Enhancing our ability to construc-
tively interact with change is essential at this juncture in the
evolution of our species in view of the challenges we face,


challenges that were expounded in some detail in the open-
ing paragraphs of this chapter. Meeting these challenges re-
quires a vision of learning that goes beyond our habitual
focus on compartmentalized competencies. It is a vision that
should recognize the value of learning at increasingly higher
levels of complexity in response to ever more complex prob-
lems. It is a vision worthy of a world that is essentially one,
uniting its human inhabitants, the biosphere and its inor-
ganic resources into a single community of actors that are
involved in a continuous process of mediating/transforming
each other. Such a vision is equally relevant—though with
different implications—to the so-called developing world
and the world said to be developed.


Summary of Key Principles


1. Design for learning, as it relates to meeting
complex challenges, is in the first place a huge
effort at solving complex problems of which
learning is a significant, but usually not the only,
dimension. While models of design are of great
value to inform the design process, their
prescriptions should not be slavishly followed but
always interpreted within context. This is
increasingly important the more complex that
context becomes. The will to solve the problems we
collectively face stands out among the features that
characterize the serious instructional designer.


2. To “think technology” for an undivided world we
must rid ourselves of the habit to prioritize in
our thinking the use of the most recently
developed tools over the alternative of becoming
more creative in the use of existing ones. Such
change of habits of mind represents a different way
of closing the gap between those who have and
those who don’t (mistakenly identified as a “digital
divide”). The suggested change of mind will benefit
all, rather than being something done by the rich for
the poor.


3. A key competence for the designer is the ability to
listen and do so very carefully. It’s called front-end
analysis in the trade, a concept that includes
audience analysis and analysis of the circumstances
under which members of the audience will learn.
However, it’s often handled as one of those
formalities that, whether we like it or not, must fill a
portion of the design report. That’s a great pity. The
task involves much more than preliminarily


surveying the audience and its environment to collect
the dry data. Listening is a continuous habit that
penetrates the design, development, implementation,
monitoring, and evaluation process profoundly
throughout.


4. Embrace opportunities for creative collaboration.
Design for learning in complex domains is often best
done collaboratively, involving the learners, listening
to them, and taking advantage of their creative
inputs.


5. Respect complexity. To fully grasp the complexity
of problems we are asked to deal with, we will often
first break them down in chunks that, potentially,
could be addressed in separation of each other.
However, doing so will leave the problem solver
with shattered pieces of the solution, which it will be
difficult to put together again. To deal with complex
problems we must respect their multifariousness,
inventing solutions that interact holistically with all
aspects of their diversity.


6. Recognize the opportunities afforded by the
learning landscape at large and the human-
nonhuman context in which it is embedded while
trying to solve the problem at hand. The
designer’s work touches, by its very nature, on
learning in formal environments. However, the
learning landscape extends far beyond such formal
settings into what can be described as an excitingly
beautiful wilderness of informal learning. Formal
learning often feeds on the resources generated and
regenerated by that wilderness. Explore its wealth,
but don’t destroy it.
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Though it is possible to work on the questions below on
your own, you will likely find it much more rewarding to
try and tackle them working collaboratively with some of
your friends or classmates.


1. Choose a country, anywhere in the world, that is
starkly different from the country where you live, a
country that you would find a real challenge to work
in, should you receive a request to do so. Find out as
much as you can about the country you selected. The
human development report (see http://hdr.undp.org),
put out by the United Nations Development
Programme (UNDP) on a yearly basis, is usually a
good source of data. In addition, country profiles
produced by major international development
oriented organizations and government agencies, as
well as by news agencies like the BBC (http://news
.bbc.co.uk/2/hi/country_profiles/default.stm), are
good additional sources.


Assume you have been asked to contribute, for
the benefit of international development assistance to
the chosen country, to vision building about the
assistance to be provided. The area of expertise of
you and colleagues is education and learning. On the
basis of your findings, draft a two-page statement
regarding the contribution you will propose. While
aiming at improving the conditions for learning in
the country of your choice, your overall perspective
should be its importance for creating a better world
for us all.


2. No country, no state, no county, no city has perfect
conditions in place to respond to the lifelong learning
needs of all its citizens. In most instances, the primary
(often exclusive) concern of governing authorities is
to ensure that those who are of school-going age get a
decent school education up to the level they desire.
However, many more learning needs and desires
require the attention. In your own environment there
is no doubt much that can be improved, particularly
from the perspective of the vision inherent in this
chapter and the issues covered by it.


Assume you and your friends intend to take part
in a town hall meeting on the future of education and
learning in your town, district, county, state, or
country. Choose a setting that allows you to engage
in significant collaborative thinking for developing
creative ideas about the future of education and
learning at the level of your choice. If you wish, go
beyond the country level and imagine something you
want to contribute at the international level, such as
in the context of the United Nations. You and your
friends want to have a real impact on decisions that
are going to be made. So, prepare yourself well.
Engage in serious data gathering about the setting
you have chosen. Analyze the current situation
critically and constructively. Discuss what more can
and should be done; develop innovative ideas about
how to implement your ideas; and prepare a
brochure (single sheet of paper; printed front and
back with text and images) for distribution among
the attendees of the town hall meeting in support of
your intervention. Your overall perspective should be
to contribute, while improving conditions in your
own country, state, county, or city, to creating a
better world for us all.


3. Countries around the world are diverse in many
respects. They vary from excessive wealth to
blatant poverty. The claims they lay on the use of
the earth’s resources greatly differ, as do the
amounts of pollution caused. Prevalence of
infection and disease; population size; child
mortality; life expectancy; spending on education
and healthcare are other aspects in which countries
diverge. Check out http://www-personal.umich.edu/
&sim;mejn/cartograms/ to explore “images of the
social and economic world” or check out these
cartograms in The Atlas of the Real World (Dorling,
Newman, & Barford, 2008). Besides, habits, ways
of thinking, convictions, and metaphors embedded
in stories and religious frameworks that define how
people feel about the world equally vary.
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Instructional Design and Technology 
in an Asian Context: Focusing 
on Japan and Korea


Instructional design and technology (IDT) has been devel-oped and practiced in various contexts. In the United
States, the needs during and after World War II were to in-
tervene in a rational and controllable manner in the restruc-
turing of human performance capability. These had a
profound influence on the founding and subsequent shaping
of the field of IDT. In the UK and Australia, distance edu-
cation institutions such as the UK Open University have
done great pioneering work in IDT in designing and deliv-
ering distance education. In several Asian countries such as
South Korea, China, and Taiwan, governmental initiatives
to support schools’ adoption of media and technology have
stimulated the growth of IDT as a specialized field.


In this chapter, we focus on two distinctive contexts
in Asia—Japan and South Korea (Korea hereafter). To
Western eyes, Japan and Korea appear to have much in
common. As observed by Latchem, Jung, Aoki and Ozkul
(2008), both have inherited Confucian, Buddhist, and other
cultural manifestations from China and have become great
industrial powers by adopting and adapting Western ideas
and inventions. Both countries have highly sophisticated
high-tech industries and highly developed digital infra-
structures. Both highly value education and teachers, human
contact, and both have attempted to reform their education
systems for the twenty-first-century world. However, as
shown in this chapter, when it comes to the application and
development of IDT, Japan and Korea are quite different
from Western countries and from each other. And each
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presents unique challenges. In this chapter, we take turns
describing each of these settings in detail to provide in-
sights into these differences, causes, and consequences.


The Case of Japan1


Introduction


As an industrialized country that shares a similar techno-
logical environment for teaching and learning with the rest
of the industrialized world, Japan has long had a prominent
position among the leaders in the world economy. How-
ever, the field of IDT is different from the rest of the world
because of Japan’s unique way of combining rapid west-
ernization with a long history of Asian culture. It may well
depend on people, rather than technology. It may also de-
pend on how an organization has been maintained. How is
it different? How is it similar?


Japan has been a country of mystery to Western eyes. It
is known as the country of Geisha girls and Shogun, Hara-
kiri, and Sukiyaki song. It is also known as a country that
once, before and during World War II, had a fascist regime
and then became a democracy. The miracle comeback
from postwar state to become a leading industrial country
has attracted many researchers hoping to find out how it
happened and to learn from it.


1This case was authored by Katsuaki Suzuki.
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Total quality management, a technique invented in
Japan but now exported from the United States back to
Japan, is one of the results of such investigations. Group
emphasis, called “we-ism” as opposed to personal empha-
sis, “me-ism”; the best-selling book Japan as Number One
(Vogel, 1980); or more recently, Prof. Nonaka, guru of
knowledge management, with his theory of implicit vs.
explicit knowledge (Nonaka, 1994) have caught much atten-
tion and are seen as clues to uncover the Japanese miracle.


Japan has thus been full of mystery and stereotypes.
How is the practice of IDT in Japan different from that of
the Western world? In this section, you will find out how
the IDT situation in Japan may be different from or simi-
lar to the world you are acquainted with. We will look at
the business and industry sector first and then proceed to
the schools.


IDT Brought to Japan with 
the e-Learning Movement


Professionals called instructional designers or educational
technologists have not been known in Japan until very
recently. IDT captured the interests of the human resource
development (HRD) sector of the Japanese business and
industry sector only with the emergence of e-learning.


The year 2000 is considered to have marked the begin-
ning of e-learning in Japan. An important event in that con-
text was the compilation and publication of the E-learning
White Book by the Advanced Learning Infrastructures Con-
sortium (2001), an affiliated organization of the Japanese
Ministry of Economy, Trade and Industry. Such training
technologies as computer-based and Web-based instruc-
tion, multimedia use, and Internet-based learning merged
under the name of e-learning, a term that since got firmly
established. IDT was seen as a “new technique” and a key
tool to improve and assure the quality and effectiveness of
e-learning.


IDT, as it emerged in the Japanese e-learning industry,
meant at first no more than designing appealing and usable
screens and providing structure to learning materials. The
focus was on better screen layout, adequate use of fonts
and colors, and easier navigation techniques. The purpose
was to give the materials a professional look. The word
“design” played a certain role in leading people to think of
the “new technique” as having something to do with visual
and artistic design of e-learning. However, they did not un-
derstand in what way IDT was different from usability de-
sign and visual design.


It took time before the focus shifted to the systematic
process for bringing about effective results in education and
training. Only after that happened, analyses of training
needs, participants, contexts, and available resources were
taught as essential steps of IDT. In the year 2003, several


training programs were offered in Japan concerning the ba-
sics of IDT in business and industry. Examples of these in-
cluded a two-day seminar to introduce the ADDIE model
(Analysis → Design → Development → Implementation →
Evaluation) to the development of instruction; a one-day
workshop on how to use the Instructional Designer’s Tool
Kit; and a five-day workshop to become familiar with the
basics of the design and development of e-learning mate-
rial. Lee and Owen’s (2000) Multimedia-based Instruc-
tional Design was translated into Japanese as the first major
introductory text on IDT in 2003. Even so, it was still diffi-
cult for the Japanese readers to understand in what way IDT
was different from project management.


The availability of IDT training materials in Japan
grows steadily. The author of this section, for instance,
wrote an introductory book in 2002, Instructional Materi-
als Design Manual, based on the Dick & Carey model. The
Japanese translation of the well-known Dick, Carey, &
Carey book became available in 2004. In 2006, Japan’s first
online master’s program in instructional systems was es-
tablished at Kumamoto University to train e-learning pro-
fessionals in business and industry. The Japan e-Learning
Consortium started its e-learning professional certification
program in 2008.


IDT that combines usability design, project manage-
ment, and research-based instructional design principles is
gradually becoming a recognizable consideration in busi-
ness and industry. Nevertheless, another big step forward
has yet to be made. The idea that IDT, in the sense of the
design and development of instructional materials, should
be combined with notions of performance technology that
connect training and a company’s business strategies must
gain greater popularity before a really big impact on the
practice of HRD can be expected. Paradoxically, this
process may be helped along by the current decline in eco-
nomic growth in Japan. The economic situation has at-
tracted more professionals than ever to become interested
in better quality of HRD, higher effectiveness of training,
and the design of change processes to better prepare com-
panies to play their part in the unclear and ever-changing
world of the knowledge society.


IDT Before the Advent of e-Learning


My earlier assertion that IDT only came to Japan with the
advent of e-learning should not be interpreted to mean that
media and technology were not used in training prior to
that. Although it has been and still is common for many
training sessions to be conducted by live instructors in
face-to-face group settings, media and technology have
been used in many training scenarios. Especially after the
CD-ROM drive became a standard part of all personal
computers, ample learning materials for this medium 
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entered the consumer market. With the advance of the In-
ternet, many online learning materials also appeared on the
market. This trend formed a strong basis for the develop-
ment of an e-learning infrastructure.


On the other hand, the majority of media-based training
materials have not yet fully utilized IDT research-based
principles. Many of the available materials are no more
than books or instructor talks transformed into electronic
media. The lack of analysis and design and an almost total
dependence on experience-based rules of thumb can likely
be identified as a major factor limiting IDT’s adoption. The
reason why IDT only appeared with the emergence of the
e-learning movement is simple. There were no IDT spe-
cialists trained in Japan. At the time of this writing, we still
have only one graduate program that produces IDT spe-
cialists in business and industry. Moreover, unlike the
United States, there are almost no graduate programs in
colleges of education geared toward training in business
and industry. The focus in such schools has been on teacher
education to prepare educational personnel for the school
system. Yet another reason why IDT has not been fully em-
ployed in Japan can be gleaned from a more detailed look
at the tradition of HRD in Japanese business and industry.


Non-IDT Characteristics 
of HRD in Japan


While there has been a long history of the existence of
education and training sections in larger business firms in
Japan, there has been little concern for the quality of the
training or for adequate return on investment (ROI). Until
the collapse of the economy in the late 1980s, the high-
growth economy helped companies make profits without
seriously training their employees. The major concern of
companies was to produce as much as possible. The more
they could produce, the more they could sell. Thus, HRD
was solely concerned with productivity, not with the per-
sonal growth of the employees.


The training function, consequently, has long been re-
garded as a way to reward employees for their daily good
work. The thought behind it was that it is “nice to have a
retreat from time-to-time from the daily chores.” The ex-
pectation behind offering training was that it would re-
fresh the employees by taking them to a remote training
facility, letting them escape from the noise and hassle of
their daily routine. Consequently, it was thought employ-
ees would come back to work with a revitalized state of
mind. Major companies even tried to attract recruits by
making them aware of their excellent training facilities in
famous resort areas, rather than by reference to the con-
tent and effectiveness of their training programs for per-
sonal growth. The content of the training did not need to
be readily applicable to the next day’s duties, nor to


building the employees’ job-related competency. Train-
ing was merely expected to provide a mindset for the fu-
ture, in rather indirect ways.


While comparing systems and traditional approaches,
Hannum and Briggs (1982) pointed out that in traditional
training, (a) content comes solely from instructors’ experi-
ence; (b) instructional strategies are experience-based;
(c) tests are full of surprises; (d) expected test results are
normally distributed; and (e) should instruction fail, it is
considered that the trainees need more time and effort. It is
fair to say that the traditional approach as described by
Hannum and Briggs still characterizes most of the training
conducted in Japan today.


As a rule, Japanese companies do not consider their
training divisions to be organizational entities made up of
specialized professionals. Rather, they consider positions
in a training division to be a temporary stopover for those
who occupy them. People come and go as they advance
along their career paths. So, it is very rare for a person to
stay more than say, two or three years in a training division
before moving on to another job assignment. It is equally
rare for accumulated IDT-related knowledge and skills to
remain within the training division. Even though organiza-
tions are responsible for the success of the training of new
employees as well as for the follow-up training of employ-
ees who are in their second or higher year with the com-
pany, the provision of training remains largely intuitive and
based on the common-sense principle that past experience
can best be repeated. Trainers also take strong cues from
how they were themselves taught in school during their
childhood, especially the chalk-and-talk approach.


IDT in Japanese Schools


The emergence of a new technology has always been an
opportunity for the IDT field to guide its introduction in
the school context. This has been the case when audiovi-
sual aids and personal computers first appeared. It holds
equally true for the educational opportunities that result
from the introduction of the Internet and the World Wide
Web. Such challenges require teachers to think about how
they can best integrate the new technology in their existing
teaching repertoire and what implications this has for the
redesign of their instruction. The recent emphasis in Japan
on the use of IT in the classroom may thus become an op-
portunity for IDT-related concepts and techniques to be
disseminated amongst school teachers.


Government has thus been offering teacher training in
basic IT-related skills and IT-enhanced instruction as well
as training seminars for school-based IT leaders (Akahori,
Horiguchi, Suzuki, & Nambu, 2001). Many opportunities
have been developed online for teachers to access to IT re-
lated skill development and good practices and hints for
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their teaching. National Information Center for Educa-
tional Resources (NICER: http://www.nicer.go.jp/) has
been one of the major resources for teachers. In addition,
during preservice teacher training in teacher certificate
programs at the college level, a two-credit “IT basics”
course is required for all teacher licenses. Because no pe-
riodic renewal is required for teacher licenses, however, re-
luctant or technophobic teachers may receive no further
training once they have their licenses. There are no strong
demands or regulations specifying how much IT should be
incorporated in the teaching of a particular subject area.
So, those teachers who like to use IT will try and become
capable of effective IT utilization, whereas those who do
not use IT now may remain non-users for the rest of their
career. Thus, the digital divide may well grow among
teachers (and those students who are in their classrooms),
rather than be diminished.


Good Practices Continue: Where the
Japanese Mindset is Fostered


Although IDT has a weak tradition as a specialization,
many Japanese schoolteachers have been creative enough
to develop their own teaching styles. There are many
methodologies that groups of teachers of a particular sub-
ject area have created and that they share as their tradi-
tions. This creative process is widely known as lesson
study (e.g., Lewis, 2002). Through this process, the teach-
ing tradition of Japan has thus formulated subject-matter-
specific principles for the design of instruction. In other
words, teachers can be regarded as instructional designers
in the area of their own subjects.


Because the tradition in each subject area plays such an
influential role among Japanese schoolteachers, teaching
methods tend to be transmitted from the older to the younger
generation. Until the late 1970s, the so-called “overnight
alert,” in which a small group of teachers stayed awake and
engaged in informal communication late into the night, was
a part of teachers’ duties. It is said that these late night talks
created good opportunities for sharing the wisdom of older
teachers with younger ones. The Ministry of Education has
since established a mentorship program for first-year teach-
ers, to make such an informal sharing of traditions official,
but it is difficult to say how much of the school traditions are
simply transmitted and to what extent new ones are being
created.


Becoming a schoolteacher is still a very competitive
matter in Japan and the teaching profession still com-
mands great respect. Local organizations of teachers in
all subjects play an important role in nurturing the
development of high-quality activities, even without the
help of colleges of education and government. Japan will


continue to foster the younger generations’ ability to
learn effectively using various media and technologies, as
schoolteachers maintain their creative and high-quality
practices of teaching.


The Case of Korea2


IDT in Corporations


To illustrate recent IDT practice in a Korean corporation,
let’s introduce you to Ms. Lee Youngmin, an experi-
enced instructional designer who is chief project manager
of a premier e-learning firm that has produced over one
thousand e-learning courses and programs for over one
thousand companies, government agencies, universities,
teacher training institutions, and public organizations.
Ms. Lee holds a master’s degree in IDT and has over ten
years of experience in corporate e-learning. She began her
career in a small e-learning company spending hours do-
ing extensive storyboarding. Many of her colleagues left
the company after a couple of years—some to study grad-
uate programs in IDT or HRD overseas, some to become
teachers, some to join HRD units in large companies, and
some to join e-learning or IDT centers in higher education
institutions. But Ms. Lee persisted in her work, became a
senior instructional designer five years later, and one of the
chief project managers seven years after that. In the lat-
ter capacity, she manages several e-learning development
projects, meets clients to assess their needs, talks with
subject-matter experts and conducts task/content analysis,
develops standardized storyboarding formats, arranges
multimedia production schedules. In addition, she super-
vises less experienced instructional designers and presents
the final e-learning products to the clients. She fully un-
derstands that IDT and e-learning needs to be of the high-
est quality and reflect theory and research but at the same
time, she has limited time and funds to conduct proper
needs and task analysis, and apply individualized or con-
structivist instructional strategies in e-learning design.
Therefore, most of her e-learning courses follow the com-
pany’s standardized templates for content presentation,
apply similar screen design layouts illustrated by in-house
graphic designers and take the form of video-lectures-
on-demand with some additional PowerPoint materials.
But Ms. Lee also manages to develop at least one or two
exemplary e-learning courses applying systemic IDT pro-
cedures more rigorously and sometimes employing con-
structivist or other innovative approaches.


When we describe the kind of work you’d do as an
instructional designer in Korea, it is important to realize


2This case was authored by Insung Jung.
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that you might be called upon to perform in different roles
in different contexts. In some settings, you might simply
be expected to concern yourself with drawing up specifi-
cations for the instructional process before the actual devel-
opment is undertaken by others. In others, you might be
expected to see through the project in the role of course
developer or as computer or web technology expert. In
some cases, you might be involved at the needs assessment
and task analysis stages, in others with graphic and screen
layout design, and with yet others in actually evaluating
the learning processes and outcomes. In some organiza-
tions, you might be the only instructional designer. In
others, you might be working with other instructional de-
signers or in multidisciplinary course development teams.
Your employers’ expectations of your qualifications and
experience may also differ as may their expectations of
you as an instructional designer. You may need to bear
these points in mind as we describe the role, work, and sta-
tus of instructional designers in Korea.


Companies that develop and deliver e-learning courses
or programs either employ in-house instructional design-
ers or out-source the work to freelancers. As a newly
appointed instructional designer with one of these compa-
nies, you could probably expect to spend most of your
early years storyboarding. Rather than being involved in
the kinds of exciting creative design activities you experi-
enced during your formal studies, you would find that you
were expected to conform to the requirements of the more
senior instructional designers or content experts. You
would work to the company’s standardized templates for
content presentation, apply the oft-repeated screen design
layouts of the in-house graphic designers, and mainly em-
ploy video-lectures-on-demand and PowerPoint material.
You would be working under pressure on a number of proj-
ects and programs and would neither have the time nor the
funds to apply systemic IDT procedures more thoroughly
or employ the interactive and innovative principles you
had been taught in your studies. Understandably, you
would find such repetitive, low-level work boring and un-
fulfilling, and not surprisingly, about 50 percent of your
fellow instructional designers would leave the company
and be lost to the field of IDT forever. As they leave, you
might well find that their positions tended to be filled with
non-IDT majors, partly because there is such a shortage
and such a high demand for instructional designers. Those
of you who do stay on with the companies may eventually
graduate to more interesting and challenging IDT work
and enjoy closer working contact with the clients. With
further experience or further studies in IDT, you may even
move on up to become a project manager.


As Bonk (2004) notes, e-learning has been more strate-
gically targeted by the Korean government than has been the


case in Japan and indeed many other countries. He observes
that it has already entered the mass adoption stage. With the
rapid growth of corporate e-learning in the late 1990s, the
concept of IDT has been more intensely applied in corporate
training in Korea. The larger companies are keen to employ
instructional designers or HRD personnel who have
majored in IDT. They tend to appoint those holding master’s
or doctoral degrees in IDT to senior instructional design or
training positions. Instructional designers, HRD specialists
and training managers are highly regarded and well
rewarded in such large companies as Samsung, LG, SK, and
Hyundai where they collaborate in multidisciplinary teams
with trainers from management, marketing, sales back-
grounds, or outside training firms.


Lim (2007) attributes the exponential growth of e-learning
in corporations to the expansion of the Employment Insur-
ance Act, which provided financial support for e-learning
in corporations since 1999. In order to be eligible for fund-
ing, corporations must accept regular evaluation of their 
e-learning programs by an external monitoring team com-
missioned by the Ministry of Labor who assesses the qual-
ity of the content, IDT and learner support. This policy has
led Korean corporations to engage instructional designers in
e-learning development and delivery.


As an instructional designer in corporations in Korea,
you may well find that you are in great demand. IDT pro-
grams in the universities, particularly at the undergradu-
ate level, are failing to produce enough really competent
instructional designers for the fast growing e-learning
market (I. Park, e-mail interview, July 5, 2009; B. Lim,
e-mail interview, July 13, 2009). Unlike the United States
and other Western countries, several universities in Korea
offer an IDT program at the undergraduate level and pro-
duce around 150 graduates each year. Their program cov-
ers various aspects of IDT, including IDT models and
theories, e-learning design and development, educational
media, motivational design, learning theories and IDT,
human resources development, and computer skills. How-
ever, employers feel that the graduates of these under-
graduate programs are not well enough prepared to handle
IDT for quality e-learning development. S. Song (e-mail
interview, July 18, 2009) estimates that of those involved
in e-learning design, less than 5 percent can confidently
handle the whole systemic IDT process from needs as-
sessment to evaluation, about 30 percent can carry out
major IDT activities but with low confidence, and the re-
maining 65 percent have difficulties in engaging in the
IDT process. To supply qualified instructional designers
to Korean e-learning market and promote training in IDT,
the Korea Institute of Electronic Commerce (KIEC), a
government-supported organization established to pro-
mote e-commerce, created a national-level “E-learning
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Instructional Designer” certification test in 2008. This as-
sesses the IDT knowledge and skills considered necessary
to design quality e-learning courses at introductory and
advanced levels. The contribution of this certification
system to the development of IDT and quality in e-learning
is yet to be seen.


IDT in Higher Education


The proliferation of e-learning in higher education has
also led to enhanced job opportunities for IDT personnel.
Whereas for-profit corporations including e-learning
companies were the major employers of IDT graduates in
the late 1990s and early 2000s, higher education institu-
tions are now attracting more IDT graduates. Seventeen
private nonprofit cyber universities and colleges and on-
line graduate schools employ IDT majors as instructional
designers, instructors or e-facilitators. Over 60 percent of
the conventional universities in Korea have e-learning
support units and hire IDT graduates as instructional de-
signers (Leem & Lim, 2007). The extensive application
of IDT principles in e-learning has raised the quality of
courses and teaching and learning (C. Lim, e-mail inter-
view, July 11, 2009) and led to more interactive ap-
proaches. However, it is important to note that a majority
of the so-called e-learning courses offered by conven-
tional and cyber universities are video lectures (Y. Im,
e-mail interview, July 14, 2009). E-learning to improve
higher order thinking is lacking.


Korean educational technologists have persuaded the
legislators to include “instructional systems design effort”
in the e-learning evaluation system that periodically ac-
credits and evaluates the e-learning courses or programs
offered by the cyber universities and online graduate
schools.


Latchem et al. (2008) note that many Korean educational
technologists and e-learning researchers and developers
have, as a result of government policy, studied overseas, ma-
jored in IDT, and see e-learning or other innovative forms of
learning as driven by sound educational principles. This
contrasts with Japan, where the majority of educational
technologists have majored in electronic engineering or
computing, regard technology as the main mover, and treat
the IDT aspects somewhat superficially. If you are well
qualified in IDT in Korea, there are quite a number of career
routes open to you. Possible careers include academic staff
or instructors in universities; researchers in such centers as
the Korea Education and Research Information Service
(KERIS), the Korea Research Institute for Vocational
Education and Training (KRIVET), or the Institute of Dis-
tance Education at the Korea National Open University; or
instructional designers in university centers for teaching and


learning (CTLs), cyber training centers for government of-
ficials or the Korean Air Force.


Since 2003, the Korean government has supported the
establishment of CTLs in all universities including the
cyber universities. If you have a master’s or doctoral de-
gree in IDT, you might be able to gain a full-time posi-
tion in one of these centers. Your role would be to
conduct workshops, seminars, and online courses for
staff and students and help faculty members in planning,
implementing, and evaluating their teaching and learning
programs and applications of information and communi-
cations technology (ICT) in contrast to Japan, where few
such support systems exist. You might also be expected to
undertake or engage in research and publication. This of
course, goes hand in hand with being recognized as a
member of the academic community and not simply a
technician.


IDT in Schools


The term “instructional design” began to gain currency
about ten years ago when the Internet opened up the po-
tential in corporate training and higher education. How-
ever, IDT has its origins in the 1950s with the introduction
of audio-visual media in Korean schools, the 1960s and
early 1970s with the concept of “educational technology”
as systematic planning for educational improvement based
on research and development (Morgan & Chadwick,
1971), and the 1980s and 1990s with ICT integration in
K–12 education (Mizukoshi, Kim, & Lee, 2000). Korean’s
policy on sending young teachers and scholars overseas in
the 1960s and 1980s to take master’s and doctoral pro-
grams in IDT also helped to promote the concepts and ap-
plications of IDT in formal education.


With the introduction of ICT and e-learning across the
curriculum and in teacher training programs, more and
more Korean teachers have accepted the notion that link-
ing the principles of IDT to the capacity of ICT can
achieve higher levels of learner satisfaction, participation,
and performance. As UNESCO Bangkok (2003) observes,
Korea has set national e-learning policies and plans and
provided adequate budgets for their implementation.
Curricula are being revised to make the most of e-learning.
Computers and Internet connectivity are commonplace as
are low student-computer ratios in classrooms. If you are a
principal, head of a department, or teacher, there is an ex-
pectation that you will continually receive training, not
only in ICT skills but in e-learning development, online
collaboration, IDT, and knowledge community building.
As a teacher, you are expected to upgrade your technical
and pedagogical knowledge and ICT skills every three
years. Specific performance indicators are used to monitor
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your capacities in these areas and you are supposed to 
ensure that, whatever subject or age group you teach, at
least 10 percent of the classroom activities are ICT-based
(Latchem & Jung, 2009). In-service training is increas-
ingly provided online and acquiring and updating your
knowledge and skills by these means gives you a very good
idea of what it is really like to learn through e-learning and
blended learning.


IDT in Policy Studies and Research
Institutes


If your interests lie in such areas as national-level policy stud-
ies, research, evaluation, best practice studies, the potential
of new cutting-edge technologies in education, or train-
the-trainer programs, you may be able to gain employment
in KERIS, an organization mandated to provided the impe-
tus, planning, infrastructure, resources and incentives for 
e-learning in K–12, teacher training and higher education
sectors. Or you might be able to work in KRIVET, which
evaluates and audits e-learning in the corporate sector. Or in
the Korea Education Development Institute (KEDI), which
develops research-based educational policies. All of these
institutes make good use of IDT majors with master’s or
doctoral degrees.


Bridging the Research-Practice 
Divide in IDT


While it can be shown that IDT is an accepted, specialized
field in education and training in Korea, you may well
find that as far as the academic community is concerned,
it has long way to be regarded as a professional field or
discipline in its own right. You may also begin to find that
there can be some conflict between the Western concepts
of IDT and the long-held reverence for the teacher,
lecture, face-to-face contact, and exam in Korean culture.
You will still find lecturers, teachers, and parents, and
even some in the corporate sector, who believe that in-
struction is best delivered via lectures by teachers or con-
tent experts. This is why, as Lim, Leem, and Jung (2003),
Jang et al. (2003), and Lim (2007) report, most corporate
e-learning takes the form of one-way informational texts
or video lectures-on-demand and provides little opportu-
nity for interaction, problem solving, or higher order
thinking. You will also find when examining so-called 
“e-learning programs” provided by institutions such as the
Korea National Open University, that the streaming video,
broadcasts, or CDs are often in the form of video lectures.
It is found that the students prefer recorded face-to-face
communication by the teacher or content expert to the


more impersonal Internet or CD-based text. This may be
because they can see what their lecturers look like and
replay the recordings until they feel they understand the
lectures and are ready for the exam (Latchem & Jung,
2009; Y. Im, e-mail interview, July 14, 2009). It is also
important to them because context, nonverbal communi-
cation, and the status of the speaker are all-important in
Korean communications and of course these are still pres-
ent in the video recordings. Similarly, you may find that
the students are less ready to discuss and disagree with the
content of the video lectures. This is partly due to the nor-
mal anxiety on the part of learners not to fail, but also
because Korean society traditionally has been much more
hierarchical than Western societies, and the textbook,
teacher, and older person are therefore to be respected and
not challenged.


Unfortunately, such cultural differences in instruction
have not been the main focus of research by Korean educa-
tional technologists. Koreans are more interested in seeking
global or generalizable ways of carrying out research and
development in IDT, while their Japanese counterparts look
for Japan’s unique way in IDT. Lim & Yeon (2009) found
that only 15 percent the articles on IDT theories, published
in the Korean Journal of Educational Technology between
1994 and 2006, focused on context-specific developmental
research, whereas the remaining 85 percent discussed gen-
eral IDT theories and models. If the potential of IDT is to be
fully realized in Korean education and training, more
research into varying cultural circumstances is needed. Over-
reliance on IDT theories and models from Western countries,
particularly the United States, may inhibit Korea from con-
tributing more to the world knowledge network in the field
of IDT. Maybe it is time that Korea develops a “producing
culture” in IDT, as Sinlarat (2007, p. 166) puts it, acknowl-
edging the large pool of wisdom and experience that Korea
can contribute to the world’s IDT literature.


Conclusion
In this chapter we have shown that there are exciting ex-
pansions and encouraging trends in IDT implementation
in Japan and Korea. While circumstances may greatly vary
from place to place—as they do between the settings dis-
cussed in this chapter—we have found that education and
training institutions and governments need clear visions,
strategic plans, commitment, and an implementation capa-
bility to achieve the potential of IDT. Likewise, it is im-
portant to consider the culture, to train and support
educators and trainers, and to avoid techno-determinism in
applying IDT in education and training.
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1. IDT is now recognized as an integral part of
educational and training practices in Japan and
Korea. E-learning development has accelerated the
application of IDT principles in education and
training in both countries.


2. Even though Japan and Korea have much in
common, IDT is more firmly integrated and
specialized in Korea than in Japan due to the
government policy to support IDT professionals and
equip teachers with IDT knowledge and skills.


3. Korean scholars are more interested in seeking
global or generalizable ways of carrying out research
and development in IDT, while their Japanese
counterparts look for Japan’s unique way in IDT. If
the potential of IDT is to be fully realized in Asian
education and training, more research into varying
cultural circumstances is needed.


Application Questions


1. Imagine that you are an instructional design manager
from Western Europe or North America. Use the
Internet or the library to locate cultural factors that
are important to consider in creating materials
implemented in either Japan or Korea. Prepare a
rubric that evaluates the cultural sensitivity of these
factors.


2. Consider the cases of Japan and Korea discussed in
this chapter. Prepare a table indicating parallels or
contrasts from both cases (Japan and Korea), as well
as with your own experiences in your own country.
In a narrative that uses your table as a reference
point, discuss how these similarities and differences
may affect the way IDT professionals carry their job
roles in these settings.
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Instructional Design in Europe


In this chapter, I shall describe instructional design inEurope. The “old countries” are tightly packed into a
land mass where only a little travel brings a large change in
people and customs. Europe faces social, political and eco-
nomic challenges and attempts to assimilate cultures are
sometimes hugely successful, but often doomed to failure.


There is a need for good instruction, but not everyone
in Europe views design in the same light and there is a
strong backlash against traditional methods.


Commercial suppliers offer “old wine in new bottles”
and there is a tendency toward “ignorant reinvention.”
Some pursue magic dust, and there is a trend toward dumb-
ing down.


There are many examples of excellence and innovation,
but the absence of training and standards has led to a skills
gap, which damages the credibility of instructional design.


E-learning is gaining ground, but may still be connected
to an old rubric which diminishes its appeal and usefulness.
Online learning in its various forms has to realign with per-
formance goals.


A Cocktail of Changing Needs,
Theories and Opinions
Once upon a prehistoric time man noticed how helpful it
was to have a forefinger and thumb whose tips could touch
one another. Humans exploited this unique advantage by
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inventing and using tools to shape things in their environ-
ment. They passed on hints and tips to others. Thus was the
training industry born, motivated by a desire to make life
easier for all and also to show off how clever one was.
Trainers have been divided between these two principal
motives ever since!


Man developed language, so all could share the lessons
of history. Art helped to tell stories and to formalise rules.
Through words and images man let others know what he
was doing, so they could do it too, assist or keep out of the
way! This process became known as education.


If training is about how to do things, education is the rev-
elation of what man is and how society works. It provides
basic skills (literacy, numeracy, communication, etc.) to
pass on, receive and advance culture and the code by which
man lives. I’ll skip the few millennia during which “homo”
became sufficiently “sapiens” to organise into sophisticated
society. In Europe as elsewhere, various drivers led to the
need to provide learning. Farm and factory, church and com-
munity, town and country fed the need for social and politi-
cal control, philanthropy, and fraternity. The Industrial
Revolution played a part; war and militarism were a shot in
the arm for training. Whether fighting in trenches or work-
ing the land and factories, citizens needed to reach uniform
levels of conformance quickly, reliably and efficiently. In-
struction was done by “masters” offering a standard “cur-
riculum” through recognized methods of teaching. The
whole system was predicated upon analyzing the task in
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hand before training people to perform it. The tasks them-
selves were “engineered” and processes were defined so the
risk of someone doing something “my way” was reduced.
New theories, practices, and processes emerged as teaching
and learning became systematized. It was apparent that mo-
tivation played a part and that some learned faster than oth-
ers. There may have been little choice at first, but it was clear
that some people preferred to be taught in certain ways, and
other people in other ways. Perhaps it was the striving for
consistency and choice, together with the need to reach large
numbers that led to the development of “programmed learn-
ing” and the need to pay careful attention to the nature of the
learner as well as the learning and the environment in which
those two would collide.


842 Miles—Europe Is Not One 
Place, It’s Many


History lesson over! Let’s move on to geography. The
world’s longest golf course opened in 2009. It embraces
842 miles of desolate outback from the south to the west of
Australia. You’d need something more than a golf buggy to
travel from hole to hole. Give the cheery greeting “‘G’day”
at each watering hole from Ceduna to Kalgoorlie, and some-
one will be sure to understand.


Eight hundred forty-two miles! Let’s say you are in El
Paso in the United States. Walk for 8 hours a day at 3 mph.
You might reach Port Arthur in thirty-five days. If I were
you, I’d pack some lunch!


Now put yourself in Whitehall London, outside the
McDonalds restaurant on November 21. Walk those same
842 miles. You will have wet feet, but that’s not the point.
We could meet for “mittagessen” on Landstraße assuming
McDonald’s is open for business on Xmas Day in the city
of Linz in Austria. Travel 842 miles from Austria and
you might cross twelve or more sovereign states. From
El Paso you could easily remain within the state of Texas.
In Australia, you might never leave the golf course! And
there, in a nutshell, is the challenge of designing learning
and performance support in Europe.


Europe is multiethnic, multiracial, multicultural,
multilingual.


Multiethnic, multiracial, multicultural, multilingual
Europe in 2009 is home to half a billion citizens; 12 percent
of the world’s population.1 If this seems larger than you
thought, then it’s worth mentioning that at its peak one in
four people of the world lived here. Twenty-first-century
Europe includes the twenty-seven members of the European
Union. Its fastest growing states are Turkey, Albania, and
Ireland.


Europe is open for business, too. Paris hosts twenty-
seven of the largest companies in the world, second only to
Tokyo and marginally ahead of New York. London comes
fourth with twenty-three Fortune Global 500 companies.
Between the two cities of Munich and Dusseldorf, Germany
has eleven. Madrid and Zurich each have seven, and Rome
has five.2


Between London and Linz, your cheery “Hi” might
have been answered by many a “wilkommen,” “bienv-
enue,” and “welcome.” The European Commission3 recog-
nizes twenty-three official tongues, but in the big cities,
literally hundreds of different languages are spoken. You
might assume that English is most common; you’d be mis-
taken. For almost one in five Europeans (19%) German is
the first language. Russia has 142 million subjects but is
outside the EU, and so France occupies the largest terri-
tory. Thirteen percent of Europeans speak French. English
(12%) comes only third in the list of languages into which
one is born in Europe. A survey of children in London’s
schools found that 29 percent were not native speakers of
English. The languages most in evidence after English
were from families of Asian immigrants followed by those
whose parents had been born in the Middle East, Turkey
and countries of Africa and the Caribbean.4


In Britain, official documents are routinely translated
into twenty-four world languages. In England’s capital
city, you might hear more than three hundred different lan-
guages spoken.


For the sake of economic convenience and as a conse-
quence of diplomatic and military history, English has been
adopted as the lingua franca of Europe, and 50 percent of
Europeans speak it as a second language. Let’s pause to con-
sider what that means for the process of instructional design
say in Nestlé, or in a German company like Siemens, which
employs almost half a million people in countries around the
world, including English-speaking giants such as the United
States and Australia. Sprechen sie Deutsch?


Europe is facing significant social, political, and eco-
nomic challenges.


People in Europe are living longer. Add together an
aging population and a decline in birth rates, and the sum
is a big problem. Education, training, and employment are
just some of the challenges that lie ahead. The pressures
affect social and welfare funding, including pensions.
Lifelong learning is desirable for people in retirement, but
essential for those who may work beyond the age of 70.


1830.4 million according to the United Nations, see http://esa.un.org/unpp/.


2http://money.cnn.com/magazines/fortune/global500/2006/cities/.
3http://ec.europa.eu/education/languages/languages-of-europe/
index_en.htm.
4Source website: http://www.battlebridge.com/mlc.html. Baker, P., &
Eversley, J. (Eds.). (2000). Multilingual capital. London: Battlebridge.
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The ideal of learning “from cradle to grave” is upheld
throughout Europe, where life may be quite different for
the Europe of one’s forefathers. The major part of the con-
tinent has enjoyed a long period of peace. The old “cold
war” divisions of east and west have virtually disappeared
from the map, and from memory, too. However, unem-
ployment casts a long shadow. Before joining the Euro-
pean Union, Poland and Slovakia saw as many as one in
five out of work. Britain in 2009 reported that one in six
homes were occupied by people without employment.5


In a “right-sizing” economy, it is a race against time to
give people in organizations the skills they need to operate
in a more empowered and versatile manner, in response to
fast-changing circumstances. If design for learning was of
strategic importance in the past, it looks certain to reach
the top of the political agenda in the future. In the recent
past some of the twenty-seven nations that form the Euro-
pean Union have been in bloody conflict or locked in a
cold war detente at opposite sides of the political spectrum.
Miraculously the EU has brought peace, security, and
some prosperity to its members, and a common currency
has drawn them into an uneasy economic interdependence.
It has also led to a situation where people born in Poland
and Germany, France and England, Spain and Italy (and
the rest) sit at the same board room tables and work side
by side at the same lathes. This very pluralism means Eu-
rope has particular issues and opportunities that may not
apply in other locations.


Not Everyone in Europe Views
Instructional Design in the Same Light


In preparing this chapter, I interviewed consultants, design-
ers, managers, and commentators from around Europe.
Some were colleagues, some were customers, and some
were neither. Each had a firm view, but a mixed picture
emerged. I asked what instructional designers do in Europe;
what do they do well; what do they find difficult? What
beliefs and theories shape their practices? How are they
selected, inducted, and trained? What do they embrace
and what do they avoid? What value do they add to the
organizations they serve? This last question was the most
contentious. Many believe instructional designers hold
organizations back by adhering rigidly to outmoded and
bureaucratic “waterfall models” borrowed from the world of
engineering and software development. Strong advocates of
e-learning speak of an “agile” development approach. They
describe a consultative and iterative process, which results
in analyst/designer together with clients, customers, and
other stakeholders working together to produce a succession


of realisations of the potential solution until they felt it was
as close to fit for purpose as it could be. There was the old
hoary chestnut of “paralysis through analysis,” but it is dif-
ficult to find any examples of this phenomenon except
where analysis of the wrong type was applied.


The Influence and Decline of ADDIE


Curriculum design in Europe, as in the United States, has
been much influenced by the work of a Pennsylvanian6


born at the start of the twentieth century. For more than
fifty years, “behaviorism” has been the bedrock of the de-
sign of jobs, instruction, and support for workers. It has
been a major influence in the curriculum of schools, too.


ADDIE or similar is widely practiced in industries
where compliance with health and safety rules is of the
essence. However, training has a habit of throwing out the
old in favor of the latest fashionable theory. Technologi-
cally enhanced learning is seen as a panacea, but has a uni-
lateral dimension. It is not properly regarded as a mix of
mediated, independent, group, and individual experiences.
Instructional systems design stands accused of being a hin-
drance in a world where knowledge and the nature of work
itself is constantly and rapidly in flux.


There Is No “Magic Dust”


There is an eternal quest for “magic dust” solutions. Exotic
sounding methods are found, examined superficially, and
taken up as the new “best way.” I could cite learning styles,
accelerated learning, blended learning, serious games, and
informal learning as examples. All but the leading expo-
nents have taken them more as a mantra than a way of
working and diluted them to the point where they are no
longer useful or are actually destructive. Those who argue
loudest against diagnosis may be leading Europeans to-
ward a situation where Match and Behaviorism are seen as
old wisdom, and no longer relevant to the modern world!
Performance-based learning will be impossible to achieve;
in fact, all forms of mediated and formal learning might be
rejected as too fat, too slow, and too expensive.


Onlookers might believe that everything in learning and
development is new and of this moment. Blended learning
has been flavour of the month for a few years now, and
some e-learning providers would claim it as their own in-
vention. This phenomenon of “ignorant reinvention” has
happened with human performance technology, informal
learning, serious games, and simulation.


Modular, individualized, and programmed learning did
not have to wait for the development of the computer. In
the 1920s, Helen Parkhurst’s “Dalton Plan” sought to edu-
cate each child according to his or her particular aptitudes


5Source of pan-European statistics is http://www.eurofound.europa.eu/
areas/humancapital/index.htm. 6I refer of course to B. F Skinner (1904–1990).
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and abilities. Using computers to teach and test feels very
twenty-first century, but Sidney Pressey’s teaching ma-
chine also dates from the 1920s.


Experiential, affective, and learner-centred learning
came not from the computer age; they were already there
thanks to the great American thinker John Dewey and a
European tradition inspired by great humanist educators
such as Maria Montessori in Italy, cognitive psychologists
such as Jean Piaget in Switzerland, the Frenchman Alfred
Binet, the Russian Vygotskii, and German philosophers
and psychologists such as Immanuel Kant, the Austrian
Sigmund Freud, and the Swiss psychiatrist Carl Jung.


The work of J. S. Bruner had a major effect on postwar
teaching, especially in British schools. There was a belief
that if you introduce some learning too soon or too late it
is a waste of time and effort. Bruner challenged this with
his belief that you can teach anything to anyone at any time
as long as you continue to reinforce basic ideas, until the
learner forms a complete concept. His “spiral curriculum”
holds intuition and creative thinking to be of high impor-
tance in learning. This notion leads naturally to the use of
hyperlinks and networking tools such as wikis and mind-
mapping, so characteristic of the twenty-first-century
learner. It supports the construction of associative links; it
encourages “big picture” thinking in which details may be
modified and expanded over time; it does not demand that
a curriculum be “right first time” nor “one size fits all.” A
self-driven learner in the twenty-first century will use Web
search tools to probe a topic purely through curiosity and
interest. In a formal curriculum the incentive to succeed is
some external reward or recognition such as a grade or
qualification or the chance to enjoy or demonstrate mas-
tery. However, it is a strong component of Bruner’s legacy
that has left us with “discovery learning” where new ideas,
facts, and associations emerge from current or past knowl-
edge through a process known as “thinking.” Sadly much
of this reflective self-absorption is denied in a modern
teaching system where speed seems to be more essential
than rigour.


Online learning is often poorly designed and managed.
Rarely is it exposed to the rigor of instructional design. In
its asynchronous mode, it may be just a few random texts
branded a course. Meetings in real time online may save
travel, but do not always have a clear agenda, competent
leadership, or a pleasing look and feel. They waste time, ir-
ritate participants, and fail to result in agreed, meaningful,
and shared actions. Virtual classes and webinars take
“death by PowerPoint” from the classroom and transport it
to boring lectures online. The competent designer sets in-
struction to serve organizational goals, while satisfying the
needs and preferences of the learner.


“Onlignment” is a new word to describe synchronizing
online activity with the desires of learners and the aims of


business. Distances and differences have created a demand
for a better online experience for learners, and designers
need new skills and methods.


Europe needs good instructional design.
Everyone I interviewed agreed there is an acute need to


build a flexible curriculum. Individuals need occupational
skills, but they also need to grow as people in rapidly
changing societies.


The tools and materials we build now will underpin the
political and ideological fabric of this vast continent. In or-
ganizations they will help toward observable and measur-
able accomplishments at work. They will be structured and
planned. They must satisfy a hunger for self-development
and social, collaborative learning in both formal and infor-
mal settings. Paramount is the need for a rich choice of
learning tools and materials. In a connected and online
digital world, distance and differences can be more easily
managed. It is by no means certain that instructional de-
signers possess the vision, confidence, authority, knowl-
edge, or skills to meet this enormous challenge before it is
too late.


A Trend Toward “Infantilism”


Infantilism and “dumbing down” is an issue, too. In his
book Big Babies,7 Michael Bywater suggested we might
be “throwing away two and a half millennia of Western
civilisation, bit by bit, as our culture becomes more and
more infantile.” I can certainly see from a European out-
look that he has a point. Day by tweet-filled day, we have
become more and more obsessed with the quick fix. We re-
pudiate complexity, reject sophistication, abhor concentra-
tion. Europe is awash with predigested pap, drip-fed
through mass media that cater for audiences with the con-
centration span of goldfish. What used to pass for news in
the press is now a dreary account of the latest A-list
celebrity’s life or death. Even the bottles from which we
drink water have evolved to resemble baby feeders with
teats. We are wrapped in cotton wool, protected from
harm, held back from the dangers of living, or thinking.
Learning is contained within safe circumscribed templates
so it reaches the consumer fast.


Packages of learning may be rapid and wrapped; they
may even be rhythmically rapped but it is certain the
learner won’t be rapt! Heaven help us if the slide back to
infantilism is accelerated by the practices of instructional
designers who either know no better or are motivated by
commercial self-interest.


7Nick Carr’s provocative “Is Google Making Us Stupid?” http://www
.theatlantic.com/doc/200807/google, and Michael Bywater’s book Big
babies or Why can’t we just grow up? http://www.amazon.co.uk/Big-
Babies-Cant-Just-Grow/dp/1862078831 make the point very eloquently.
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Instructional Design in Europe Faces 
a Skills and Credibility Gap
Instructional designers in Europe come from a variety of
different backgrounds—here is no common career or de-
velopment path. It is unusual for practitioners to have been
professionally trained. Some (a few) have qualifications in
teaching but do not enjoy greater respect. In fact, an edu-
cational qualification is generally regarded as of little rel-
evance to the business world unless it comes from a
business school in the form of an MBA. Most trainers and
training designers have come from an operational back-
ground in which they were seen to be a high performer in
some aspect of their work and so designated a trainer. In
many cases, this element of their role has to make room for
continued operational duties, and so their training design
role is part-time and ill-resourced.


Small wonder then if analysis is done inexpertly or
avoided altogether. Analysis is widely misunderstood.
Some find it hard to see it as more than one thing. Where
designers speak of TNA it is a certain indication that the
end result must be a “T,” that is, a piece of training of
some sort.


The consequence is a credibility gap, and where there is
a gap, someone looks for a bridge. In Europe the bridge is
rapid e-learning. A generation of software systems develop-
ers have become the source of wisdom ahead of academic
theory and field-based research. A set of processes and tools
has emerged that claim to demystify the process of design
for learning. The psychology of learning and motivation is
sidelined and the measure of success is how quickly and
efficiently attractive content for learning can be delivered at
the point of need. Whereas speed, efficiency, and attractive-
ness may be unimpeachable goals, some express concern
that they stand ahead of the suitability and match of the
learning and its contribution towards measurable perfor-
mance outcomes. Learning theory is reduced to those prin-
ciples that are most easily understood and which offer
temptingly accessible measures and classifications. For ex-
ample, teaching style and student preferences have entered
the psyche of training designers since they appear to be eas-
ily measurable through “learning style inventories” drawn
from the work of such as Kolb and Honey & Mumford.
Gagné’s work is recognized, and so too the work of Mal-
colm Knowles (Andragogy), John Keller (ARCS), and
Howard Gardner (multiple intelligences). Evaluation is
whispered reverently, but always in the same breath as the
word Kirkpatrick. Anything, even the work of Jung through
the Myers-Briggs Type Indicator, may be given lip service,
as long as it can be submitted to an easily administered in-
strument that delivers a classification of some type at the end
of it. Clients too must share the responsibility for insisting
upon swift but ineffective solutions due to procrastination,


their separation from the operation of their own business or
their inability to spot trends because they have been unable
to secure a seat at the table where strategy begins.


The Rise and Rise of e-Learning


When I first set foot in a classroom fifty-four years ago, the
teacher had a small selection of tools from which to choose.
Twenty years later, from the other side of the desk I was still
using chalk and a blackboard, textbooks, posters, and exer-
cise books. I might have added a record player and projec-
tors of 35-mm slides, overhead transparencies (drawn by
hand), or 16-mm movie film. If you could operate the du-
plicating machine or the OHP, you were regarded as an
electronic wizard.


When the computer age arrived, education saw the
potential but was unsure how to adopt the new tools.
Technology was in the hands of systems analysts and pro-
grammers. Educators and trainers felt deskilled and disen-
franchised. The UK government funded a scheme to develop
teachers’ skill in instructional design, with computer-based
training (CBT) very much in mind.8 I cannot say for certain
they don’t exist, but I know of no similar initiatives elsewhere
in Europe.


Now that Web-based tools and electronic aids are
routine in classrooms, learning can no longer hide behind
closed doors. Over the past five years, the networking of
people, information, and machines through the World
Wide Web and the influence of George Siemens has led to
much talk of “connectivism.” Teachers connect with learn-
ers and fellow teachers; learners connect with one another;
the whole system connects with information and learning
stimuli that reside in the learning faculty (which might be
institution or organization) or in the outside world. In the
best of all possible worlds, it is a skilled instructional
designer in the role of strategist who specifies the infra-
structure and method by which these connections happen.
There is a danger that without that guiding influence the
uninformed might believe that learning is always a social
and collaborative experience, whereas the connection
might sometimes be between the learner and well-matched
learning material, for example reading a book in isolation.


Old Wine in New Bottles


Connectivism has been with us for some time, it’s just had
different labels. The same is true of e-learning and of
course blended learning. Many whom I interviewed could
recall the work of a great thinker from early in the twenti-
eth century. Emphasizing the benefits of eclecticism it was


8The scheme was called “Project Author” and received funding via The
Manpower Services Commission.
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1912 when Edward L. Thorndike wrote, “The best teacher
uses books and appliances as well as his own insight, sym-
pathy, and magnetism.”


And in the very finest examples of designed instruc-
tion we see in Europe, it is that insight, sympathy, and
magnetism that has been captured, alongside the er-
gonomic sorting of facts and concepts and thoughts and
ideas that makes the difference. Reading a libretto and
building a collection of recordings can be great fun for
someone who has a passion for opera, but if you take
away live performance then the rest becomes a compul-
sion rather than enrichment. Unless we are careful we
shall lose forever the wonder and warmth of interper-
sonal engagement.


A survey9 in 2009 reached the conclusion that more
than 65 percent of organizations lack knowledge about 
e-learning’s potential use and implementation, and close
to 55 percent lack the skills necessary to implement and
manage it. In successful organizations, learning and de-
velopment is regarded as one among a range of human
performance factors that need to be in good health if the
organization and the individual are to thrive. If this sounds
like human performance technology and the influence of
the late lamented Tom Gilbert and his successors, then
that’s because it is. It is not just the skills of curriculum
design and development that are deficient; it is also those
skills of internal business consultancy and performance
engineering that the whole system finds so hard to apply,
from senior management through to operations, HR, and
workers at all levels.


Well-constructed resources can fail through inadequate
adoption and implementation procedures. Training is some-
times supplied in volume, as if by the meter. It is typical for
an organisation to use a learner management system not to
track performance nor learning, but to measure participation
and attendance and to process the results of tests. This may
suit “bean counters,” but when tests are inappropriate and
poorly designed, learning and development is first to feel the
icy blast when times get tough. Evidence of transfer, and the
concepts of test reliability and validity are well recognized
in the academic halls of Europe, but are alien in many places
where corporate learning is designed. That includes com-
mercial suppliers as well as in-house teams. Designers and
managers will have heard of criterion-referenced learning
and yet find it difficult to work together to construct effec-
tive objectives. Trainers use them superstitiously as a kind
of talisman to ward off evil, or as a sop to their own line
manager. The result is often seen at the beginning of learn-
ing packages or on the first few slides in classrooms where


a “laundry list” of objectives is paraded, which bears little
correlation to the content, and is of no interest whatsoever to
the learner. The best instructional designers use objectives
skilfully as the blueprint for their instructional strategies and
assessments. They do not present them, except as an aid to
contracting with their client, to inform a high-level state-
ment of the benefits of engagement and as a synoptic self-
check for the learner to ensure the content matches their
needs and preferences.


The Hearts and Minds of Instructional
Designers in Europe
Europe is a patchwork quilt. In some instances the prac-
tice of learning design is to gather information, sort and
sequence it ergonomically and then offer it back with a
new structure in a mix of words, images and activities.
This involves creating pyramids of objectives, writing
rule-sets, design specifications, writing scripts, and visu-
alizing storyboards.


Others place the emphasis upon investigating learning
and performance problems, creating a cocktail of solu-
tions. This involves handing back to managers the non-
training issues with recommendations. Designers who
understand learning blocks create learning environments
that use graphics, sounds, and text in counterpoint to
overcome problems of usability or confidence. They do
not allow the uncontrolled creativity and ingenuity of de-
velopers to compromise fitness for purpose. They devise
creative strategies to overcome the inflexibility of tem-
plated systems and reusable objects.


I offer you the words of Edward L. Thorndike, “If, by a
miracle of mechanical ingenuity, a book could be so
arranged so that only to him who had done what was
directed on page one would page two become visible, and
so on, much that now requires personal instruction could
be accomplished by print.” He wrote that before World
War I. Had he been around a little more recently he might
have added the words “. . . or screen” to his text.


Forty years later in the time just before the Beatles,
Norman Crowder introduced intrinsic programming. It is
still found in the worst examples of electronic page-
turning, where the designer failed to recognize the advan-
tages the computer can offer. The basic premise is sound.
What comes next in a learning program depends on what
the learner did with the previous exercise. The IBM PC
was twenty years in the future and Crowder used text. You
read a little and then you answered a multiple-choice ques-
tion. Your response determined which page you saw next.
You did not see content that you did not need. This de-
pended on instructional design to profile the learner and
create a hierarchy from the teaching points.


9Towards Maturity Learning Technologies Benchmark Report
February 09. http://www.towardsmaturity.org/article/2009/01/28/
driving-business-benefits-towards-maturity-researc/.
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The act of plotting paths to suit the progress of particu-
lar learners is not simple, but computers with their content
authoring and management systems have helped.


Some whom I interviewed were certain that designers in
their part of Europe adhere faithfully to ISD models,
whereas others did not. Most could describe what instruc-
tional designers should do, but said commercial constraints
or the culture and operations of their client organisations
got in the way.


Die Wal-Marterfahrung—
A Cautionary Tale from the 
World’s Largest Retailer
The world’s largest and most successful retailer, an
American company, has 1.8 million employees around
the world, and many operations around Europe. In 2006
it announced that it was to cease operating in Germany,
after almost ten years of toil. It seemed incredible that
anyone might resist Wal-Mart’s low prices, rigorous
stock control and huge variety of goods. But Germany
has its own homegrown discount chains, and shoppers
declined to shift their loyalties.


With hindsight it was a mistake to attempt to
“Americanize” foreign parts of the organization. It was
probably already too late to buck the trends when Wal-Mart
withdrew its policy of demanding that sales assistants smile
at customers. A red-blooded male in Germany or Italy
might put a particular construction upon a smile from an


unknown female. What is more, in a country where many
still hold living memories of the worst consequences of
group hysteria, the requirement for staff to chant the 
Wal-Mart litany at the start of each working day must have
had deeply uncomfortable undertones.


“People found these things strange; Germans just don’t
behave that way,” remarked the secretary of the Verdi union,
which represents more than 3 million workers in Germany.10


Of course, instructional design was not to blame, but
supporting workers across cultural chasms like these in-
volves far more than following the party line or sucking the
end of a pencil and waiting for divine inspiration.


There are many different facets to the European model
of instructional design. It provides occupational learning
for workers in global organizations. It sustains a network
of enterprises in a postindustrial age where 80 percent
of workers are in small- to medium-sized businesses.
A digital world gives us new media to exploit for learn-
ing, here, now in this space of a few hundred square
miles. Technology can draw together that rich variety of
culture, social, ethnic, and religious diversity; economic
pressures; distinctive political and legislative systems;
contrasting philosophie; beliefs and values and leave be-
hind a twentieth-century history in which many of the
current members of the economic community were at
war with one another. The comment “People found these
things strange; Europeans just don’t behave that way,”
could be taken as a wake-up call to the sensibility and
sensitivity of all who design instructional strategies and
material within Europe.


Summary of Key Principles


1. Europe needs good instructional design. Europe is
multiethnic, multicultural, and multilingual. It faces
social, political and economic challenges. Effective
instructional design can help. Dense population and
mixed cultures favor the use of technology to
enhance and distribute learning.


2. There is a strong backlash against conventional
approaches. Instructional design has responded to
changing needs and theories. Not everyone views it
in the same light. ADDIE has been called inflexible
and some prefer approaches which claim to be more
“agile” and recursive.


3. Instructional design in Europe faces a skills and
credibility gap. There is a trend toward infantilism
and dumbing down. There is no “magic dust.”
The commercial success of rapid e-learning has


promulgated a myth that anyone can develop
learning solution strategies, as long as they have
a rapid development tool with the capability of
transliteration into foreign languages. This attitude
militates against any initiative to professionalize
instructional design by implementing clear
standards and qualifications.


4. E-learning is gaining ground but still connected
to an old rubric. There is still a strong emphasis on
a didactic model of teacher and learner. Independent
and informal learning are not widely supported.
To create effective synchronous and collaborative


10 http://www.nytimes.com/2006/08/02/business/worldbusiness/02walmart
.html?ex�1312171200&en�e05e99bb093724c5&ei�5090&partner
�rssuserland&emc�rss.
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learning online is not seen as the business of
instructional designers.


5. Quick fixes and “flavor of the month” strategies
won’t work. Suppliers are offering “old wine in new
bottles.” Well-conceived instructional design


considers the learner, the learning, and how it will be
applied, as well as the logistical, organizational, and
cultural constraints under which learning must be
undertaken and applied.


Application Questions


1. Put yourself in the shoes of a commercial supplier
of bespoke e-learning to a safety-critical
organization related to transport and logistics. The
organization is represented in sixteen separate
European states in which the principal languages
are English, Dutch, French, Polish, German,
Spanish, and Italian. The need is to provide annual
compulsory training and assessment in a range of
topics that are externally audited by powerful
regulatory bodies. Rail trackside safety is just one
of those topics. Your client has indicated a
worryingly small budget and the need has become
pressing as the next round of assessments for a
workforce of 84,000 people is just twelve weeks
away. You’ve got some office health and safety
content that’s easy to rebrand and repurpose, and
you have a neat rapid authoring tool that you
developed in-house.


Tomorrow marks the first day of an extended
public holiday. You have to make a quick, snap risk
assessment. Will you take on the project? What
would you see as the biggest challenges? How would
you meet them? What sorts of solution might you


offer? What process would you describe to your
customer? How would you achieve localization
across such a diverse population? If your decision is
to decline to help, then what justification will you
offer to your shareholders?


2. Instructional designers seem to find it hard to view
their role as engineers of high performance rather
than just builders of knowledge and skill. So here are
two scenarios that need solutions that would test the
creativity of a skilled performance consultant. How
would you instructional designers tackle the
problems; not with training I suppose?
a. In a busy office a telephone rings, but there are


banks of phones and it’s not easy to tell which one
is ringing.


b. A noise has been troubling the owner of a car. The
noise is intermittent, and it is difficult to predict the
conditions under which it will recur. At the garage,
the mechanics have not heard the noise and cannot
diagnose the problem. To everyone’s amusement,
the owner has tried to describe and then mimic the
noise. The service receptionist has to deal with the
problem. Good luck!
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Chapter 26
Getting an Instructional Design Position: 
Lessons from a Personal History


The purpose of this chapter is to describe some lessonsthat I learned when I was looking for my first position
in the field of instructional design. By describing these les-
sons, I hope to provide some useful information to those of
you interested in obtaining an instructional design position.


Because I am in an instructional design frame of mind,
I will now restate the purpose of my chapter in terms that
should please those of you who are firm believers in “tra-
ditional” instructional design practices (friendly note to
constructivists—please do not read the remainder of this
paragraph; you may find it offensive). The objectives of
this chapter are as follows: Given a copy of this chapter,
the reader will:


a. choose to apply the lessons described herein, and
b. obtain a desirable position in the field of instructional


design.


Before I begin to describe the lessons I learned, I would
like to briefly describe some of the conditions under which
I learned them. First, I learned the lessons back in prehis-
toric days, in 1975, to be exact. As many people are fond of
saying, “times were different then,” but the times weren’t
all that different! Second, at the time I learned these les-
sons, I was looking for a faculty position in academia.
Although a few of the lessons may apply primarily to those
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individuals looking for a similar position, I believe most of
the lessons apply regardless of the type of instructional
design position you are seeking. Third, I learned many of
these lessons when I was a doctoral student. Some of the
lessons I will describe may be geared toward doctoral stu-
dents, but I think most of them should be of value to any-
one interested in obtaining a position in our field.


Now that I have masterfully handled any concerns you
may have had about the external validity of my findings,
let me take you back to those thrilling days of yester-
year . . . the lowly graduate student (me) plods along again!


The Journey Begins
In the first half of the 1970s, a frequently used expression
was “the light at the end of the tunnel,” and in January
1975, I finally began to see that light. I realized that within
a few months I would most likely graduate from Arizona
State University’s doctoral program in instructional de-
sign. At that point, I decided I should start looking for a po-
sition I could move into upon my graduation. Thus, began
my job search.


The first source I turned to during my search was the
job book that was maintained and updated by the faculty
members in my doctoral program. As I looked through that
job book, I was reminded of a song that was popular back
then, “Is That All There Is?” Needless to say, the number
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of faculty positions in academia listed in the job book was
considerably less than I had expected. Thus, I decided to
turn to other sources in order to find out about position
openings. This leads me to the first lesson:


Lesson 1: Use a Wide Variety 
of Sources That List Instructional 
Design Job Openings2


The websites of most of the professional organizations in the
field of instructional design and technology include infor-
mation about current job openings in the profession. The
sites I recommend in our accompanying trendsandissues.org
site include those hosted by the Association for Education
Communications & Technology, the American Society for
Training and Development, and the International Society for
Performance Improvement. Each of these professional or-
ganizations, and many others in our field, also provide some
type of job placement assistance at the annual meeting of the
organization. At a minimum, such assistance entails posting
job openings and resumes at the annual meeting, and pro-
viding a means for potential employers to contact and inter-
view job seekers either during the meeting or at a later date.


There are numerous other websites you can visit that
list current job openings in the field of instructional design
and technology. These include careerbuilder.com and
Monster.com. Use terms such as instructional design, in-
structional technology, or performance improvement as
keywords when you enter these sites. Moreover, a number
of academic programs in our field have websites that list
recent job openings. For example, see the site maintained
by Indiana University. In addition to the sources listed
above, the job section of the weekly periodical, The
Chronicle of Higher Education, available in print and on-
line, is an excellent source of information about job open-
ings in higher education.


Unfortunately, many of the sources listed above were
not available when I was seeking a position. Back in those
days, there was no Internet. However, contrary to some of
the rumors you may have heard, at the time I was looking
for a job the printing press had indeed been invented! Thus,
I was able to review the openings listed in various profes-
sional journals and posted at professional meetings. As I
looked through these job listings, I learned several lessons.


Lesson 2: Most Instructional Design
Positions Are in Business and Industry


Although this lesson was a bit surprising to me back in
1975, it shouldn’t be surprising to anyone today. Indeed,


the vast majority of positions in the field of instructional
design are in business and industry.


Inasmuch as I was looking for a position in academia, I
found Lesson 2 to be a bit disheartening. It was not as dis-
heartening, however, as the next lesson I learned.


Lesson 3 (Also Known as “the Faculty
Members’ Lament”): Most High-Paying
Instructional Design Positions Are 
in Business and Industry


This lesson still holds true today. Many of the master’s-
level graduates of the instructional design program where
I teach (Florida State University) begin their careers in
business and industry at higher salaries than those of fac-
ulty members with doctoral degrees who have been pro-
fessors for seven to ten years! The average annual salary
for instructional designers working in business and indus-
try can be found each year in the October issue of Training
magazine.


Lesson 4: Learn How Businesses Operate


In light of lessons 2 and 3, you may decide that a job in
business and industry is in your best interest. If that is the
case, it is important that you acquire a clear understanding
of how businesses operate. At Florida State, many students
have acquired this knowledge by taking a graduate-level
business and management course such as Organizational
Development offered by the College of Business. A simi-
lar course at your university should prepare you to better
understand the business environment in which you may be
working.


Lesson 5: Acquire a Strong Set of Skills
in the Production of Instructional Media


As I proceeded through the listings of job openings, I also
noticed that many prospective employers were looking for
instructional designers with a strong set of media produc-
tion skills. Today this situation exists to an even greater de-
gree. Over the years, the media that are frequently used to
deliver instruction have changed (Is it really true that the
slide-tape presentations are no longer are in high demand?),
but organizations are still seeking to hire instructional
designers who possess a strong set of media production
skills, especially in such areas as e-learning and interactive
multimedia. Most programs in our field offer a wide vari-
ety of courses that focus on the production of instructional
media. My advice is to take several such courses.


Unfortunately, when I was a graduate student, I did not
take many media production courses, and I believe that my
lack of skills in that area worked against me when I was
being considered for several of the positions I applied for.


2Internet resources related to this chapter are available at http://
trendsandissues.org.




http://trendsandissues.org



http://trendsandissues.org







258 SECTION VII Getting an IDT Position and Succeeding at It


Fortunately, the instructional design skills and experience
I acquired while I was a student and graduate assistant at
Arizona State did help me get several job interviews. This
leads me to the next lesson.


Lesson 6: Acquire a Strong Set 
of Design (and Analysis!) Skills


I believe lessons 5 and 6 go hand-in-hand. Although media
production skills are likely to help you acquire a job, I be-
lieve it is essential to have a strong set of design skills,
ranging from being able to describe goals and objectives,
all the way through to being able to conduct formative
evaluations and revise instruction based upon the data that
is collected. Moreover, with the recent emphasis on per-
formance improvement, and particularly on front-end
analysis, I believe it is also important to have a strong set
of analysis skills, including skills in the areas of needs as-
sessment, job task analysis, and instructional analysis.
Speaking of analysis, if your analysis of the skills you
have (or don’t have!) has lead you to be concerned about
the type of position you will be qualified for, let me as-
suage your fears—don’t worry, you’ll manage. And you
can take the last part of the preceding statement quite
literally. As was the case when I was looking for a position,
many current job announcements call for skills in the man-
agement of instructional design projects. So, we come to
the next lesson


Lesson 7: Acquire some 
Management Skills


Many graduates of instructional design programs have in-
dicated that shortly after they obtain a position, they are
thrust into some type of management role. Many graduate
programs in our field offer courses and/or experiences in
this area, and I believe it is to your definite advantage to
gain some skills and experience in the management of in-
structional projects and personnel.


Lesson 8: Develop a Strong 
Set of Communication  Skills


To be an effective instructional designer or manager, you
need to be able to clearly communicate with others. You
need to express your ideas clearly, both in your written work
and in oral communication. Moreover, you need to be a
good listener. You need to be able to clearly understand what
subject matter experts and other members of a design team
are stating. Oftentimes, in order to so, you will need to ask
questions that will help clarify points that are not clear. You
also need to be a good note taker. As I have discovered, and
as many of my former students have confirmed, these com-
munication skills are essential to success in our field.


Of course, being a good communicator is also a vital
skill during your job search. As I began applying for posi-
tions, I tried to use my writing ability to prepare letters of
inquiry that I felt would result in my being selected as a
strong candidate for at least some of those positions.
Working away at the old typewriter (this was during the
pre-word-processing age), I sent off many letters of in-
quiry. And before I knew it, I received my first reply, which
leads me to the next lesson.


Lesson 9: Don’t Be Discouraged 
if You Don’t Get the First Job 
You Apply For


As you can tell from this lesson, I did not get the first job
I applied for. Unfortunately, the same thing is likely to
happen to you, so be prepared for it! With this piece of
advice in mind, instead of dwelling on the rejection let-
ter I had received, I waited eagerly for a response from
the second potential employer I wrote to. And before I
knew it, it came. And with that response, came the next
lesson.


Lesson 10: Don’t Be Discouraged 
if You Don’t Get the Second Job 
You Apply For


I could go on listing many similar lessons, but rather than
dwelling on misfortune, let’s just say I had a long string of
bad luck. But my luck finally changed, and it did so when
I attended the annual conference of the Association of Ed-
ucational Communications and Technology (AECT),
which was held in Dallas that year.


At the AECT conference, I registered with the job
placement service, I gave several paper presentations,
and I spoke with faculty from several universities (in
spite of the fact that my professors kept trying to keep me
hidden). In other words, in today’s parlance, I kept a high
profile. And for once in my life, my profile paid off. My
activities at the conference helped me get invited to two
universities for job interviews, which leads me to the next
lesson.


Lesson 11: Become Active 
in Professional Organizations3


There are many ways in which you can become an active
member of a professional organization. Two of the most
important types of activities you can become involved in
are delivering papers at the annual conference and helping
various groups within the organization. In order to do the


3See Klein, Rushby, and Su’s chapter later on in this book for a listing of
some of the organizations in which you may want to become active.
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former, you need to submit a proposal to the organization
(calls for such proposals are sent out to members many
months before the conference). In order to do the latter, all
you have to do is contact the head of some group within the
organization and volunteer to help! It is rare that such an
offer is turned down.


By getting actively involved in a professional organiza-
tion, you will acquire new skills and knowledge, demon-
strate your skills and knowledge to others, and develop a
network of colleagues who can be of assistance to you
throughout your career. As far as I am concerned, these
statements are not trite phrases. As indicated above, my
initial involvement in AECT led to two job interviews, and
my continued involvement in the organization throughout
my professional life has furthered my career in ways too
numerous to mention.


Although my activities at the AECT conference led to
invitations to two university job interviews, there was an-
other contributing factor as well. By the time I attended the
convention, several manuscripts I had written for class as-
signments or co-authored for research projects had been
published. Because I was seeking a position in the world
of “publish or perish,” my publication record did not go
unnoticed. Thus, my next lesson.


Lesson 12: Publish, Don’t Cherish


The dictionary indicates that cherish means “to cling
fondly to something.” Instead of clinging to (or flinging
out) the papers and reports you have written for classes or
projects, my suggestion is to submit them to a journal for
publication.


Where should you submit your papers? The Klein et al.
chapter later in this book provides a list of periodicals in
our profession that are publication possibilities. Review
the types of articles found in those publications and sub-
mit your manuscripts to the journals for which they seem
best suited. Because I am a strong believer in practicing
what I preach, I would like to point out that I have sub-
mitted manuscripts to many of the journals listed there.
Notice, however, that I used the words submitted to, not
published in. On rare (well, maybe not so rare!) occa-
sions, my manuscripts have been rejected—which leads
me to the next lesson.


Lesson 13: Don’t Be Dejected 
if Your Manuscript Is Rejected


Even if your manuscript is rejected, you are likely to get
some valuable feedback from those who reviewed it. If
the feedback indicates that the manuscript has some re-
deeming qualities, I suggest that you use the feedback to
revise your manuscript. After you do so, submit the re-
vised manuscript to another journal, or perhaps resubmit


it to the same journal. If you follow this strategy, it is
likely that your manuscript eventually will be published,
but don’t be surprised if you receive some more rejection
notices first!


Speaking of rejection, let me get back to my story.
When we last left me, I was about to go off to job inter-
views at two universities. The first of these interviews was
at the University of Toledo. I mention the name of that uni-
versity for two reasons. First, it is to point out that when I
told my wife that I was to be interviewed there, her only
reply was “Holy Toledo!” Second, it is to turn  your atten-
tion to the next lesson.


Lesson 14: Develop an Area 
of Expertise


Oftentimes, organizations seeking to hire an instructional
designer are looking for someone who has some exper-
tise in a particular area within our field. Such was the
case at the University of Toledo in the mid-1970s. At that
time the College of Education at Toledo was in the midst
of developing and implementing a competency-based
teacher education program. Fortunately for me, compe-
tency-based instruction was an area in which I had de-
veloped a good deal of competency! Indeed, during the
time I had been a graduate student at Arizona State I had
worked with a faculty member in designing a course on
competency-based instruction and I had taught the course
several times. I had also delivered a conference paper de-
scribing my work in that area and had assisted two of my
professors on an early draft of what would eventually be-
come a popular book on the topic (Sullivan & Higgins,
1983). Thus, for someone who was still in graduate
school, I had developed a good deal of expertise in the
area of competency-based instruction. Having that ex-
pertise certainly was a major factor in my being called in
for an interview at a university seeking help in the devel-
opment of a competency-based program.


The lesson to be learned here is that by developing an
area of expertise while you are a student, you are likely
to increase your chances of standing out from the rest of
the crowd when you apply for certain jobs. Of course, it
is important that the area of expertise that you decide to
develop is one that is likely to be in high demand within
our field for many years to come. Moreover, it is impor-
tant that while you are developing your expertise in that
area, you produce some tangible evidence (such as in-
structional materials you develop, courses you teach,
and papers you present) that demonstrate your skill and
experience. My vita provided such evidence, and was
clearly a factor in my being invited to Toledo to inter-
view for the position. My experience during that inter-
view leads me to my next lesson.
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Lesson 15: When Preparing 
for a Job Interview, Find Out 
as Much as You Can About 
Your Potential Employers


I remember my interview at Toledo quite clearly. Every-
one I met there was very nice and many of them were
very interested in me and my work. One faculty member,
let’s call him Professor X, was particularly interested in
one area in which I had professed some expertise (al-
though I don’t recall the area—let’s say it was mastery
learning). Indeed, Professor X himself had done some re-
search in that area, and he asked me if I had read an arti-
cle he had recently written about the topic. I responded
by indicating that I had not read his paper. “Well,” he
said, “have you read Jones’s outstanding literature review
on mastery learning?” Again, I had to respond that I had
not read the paper he was referring to. The conversation
continued to proceed in this fashion and, as it did, I be-
came more and more certain that I would not get the job.
For once, I was right—I didn’t get the job, but I did learn
two other important lessons, each of which is discussed
below.


If I had taken the time to find out more about the inter-
ests and expertise of the faculty members at the University
of Toledo, I most likely would have discovered that Pro-
fessor X was interested in an area in which I was inter-
ested. By taking time before the interview to look at his
work in that area, I would have been well-prepared to men-
tion and discuss his work before he questioned me. I’m
sure that would have created a much better impression of
me than the one I left him.


You can learn from my mistake by taking some time to
find out about your potential employers. Then, during the
interview you will be able to demonstrate that you know a
good bit about them and their organization. These actions
will not only increase the chances that you will get the job
for which you are interviewing, but will also increase your
knowledge about the organization. That way you can de-
cide whether you want to work there or at one of the many
other places craving to hire you!


Lesson 16: Keep Up with the Literature
in Your Areas of Interest


As revealed by my first job interview anecdote, I had not
kept up with the literature in at least one of the areas in
which I thought I had some expertise. How do you keep up
with the literature in the areas of our field that are of par-
ticular interest to you? A good way to start is by examin-
ing two or three issues of several of the journals in your
area of interest. Ask your professors which ones they think
are the most important for you to skim through.


After you have identified the journals in which you are
most interested, skim through a few of them on a regular
basis (preferably every few months, but even once a year
is okay, at least by my standards!). Now that most journals
are available online, accessing most journals should be
fairly easy. When you do so, look at the titles of the arti-
cles in each issue, and read the abstracts of the articles
whose titles interest you. If you are still interested in an ar-
ticle after having read its title and abstract, you might want
to create a pdf of the article and electronically file it for fu-
ture reference (if you are really ambitious, you may even
choose to read the article before you file it!).


One file that I could have filled up back in 1975 would
have been of unsuccessful interview experiences. I did not
get the job at the University of Toledo, nor did I obtain the
faculty position at the next university where I was inter-
viewed. Shortly thereafter I had a job interview at a re-
search and development center, but once again I failed to
get the job! This failure was particularly disappointing—I
was the only person who was interviewed! I did feel bet-
ter, however, when I was told that the only reason I was not
hired was because there had been an unexpected budget
cutback (At least that’s what they told me!).


At this point, I decided to talk to my professors at Ari-
zona State to see if they could give me some advice. This
decision turned out to be a wise one because instead of ad-
vice, my professors gave me a job; they hired me as a fac-
ulty member in their department! This occurrence leads
me to two further lessons:


Lesson 17: Let Your Professors 
Know You Are Looking for a Job


Lesson 18: (Prerequisite to Lesson 17):
Demonstrate to Your Professors That
You Do Good Work


Lesson 17 is important because your professors may be
aware of job opportunities that you are not aware of. But
Lesson 18 is even more important because it is unlikely
that your professors will recommend you for a position, or
even inform you of some possibilities, if you have failed to
demonstrate to them that you do good work. If, on the
other hand, your work is good, your professors are likely
to go out of their way to help you attain a good position.
Because recommendations from professors often are a
critical factor in determining whether a recent graduate ob-
tains a particular job, I suggest that if you are still a student
you should pay careful attention to Lesson 18 (Would you
expect a professor to say otherwise?).


When my professors hired me as one of their colleagues,
it was with the understanding that if another good job op-
portunity arose, I would pursue it. Thus, I would be able to
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broaden my horizons and share the wisdom I had acquired
at Arizona State with faculty members and students at other
institutions. Besides, the contract money with which I had
been hired wasn’t expected to last forever!


Fortunately, well before Arizona State ran out of the
contract money that was being used to pay me, I came
across an announcement regarding an instructional design
position that was available at Florida State University. Un-
fortunately, although the position sounded very interest-
ing, the position announcement indicated that applicants
were expected to have skills in a number of areas in which
I had no experience or training. Nonetheless, I decided to
apply for the position. And, sure enough, I got the job!
Which brings me to the last lesson.


Lesson 19 (Also known as 
“the formative evaluator’s advice”): 
If the Job Doesn’t Fit, Revise It; 
Apply for Jobs That Interest You, 
Even if You Don’t Have the Exact
Qualifications Advertised


As I previously indicated (see Lesson 14), oftentimes or-
ganizations in our field are seeking to hire someone who has
expertise in a particular area and are likely to identify that


area in their job announcement. While it is certainly to your
advantage if you have expertise in that area, my experience,
and indeed those of many of my former students, tells me
that it is often worthwhile to apply for a position even if you
don’t possess all of the specific skills called for in the job an-
nouncement. Why would an employer hire someone who
does not have several of the skills the employer is looking
for? Two reasons: they may not find a suitable candidate
who possesses the skill set the employer was seeking and/or
they may find that another candidate’s skill set is equally or
more appealing. So, as long as the set of skills specified in a
job posting is not too far removed from the set of skills you
possess, I encourage you to apply for the position.


In my case, when I was offered the job at Florida State,
I was told that the fact that I was strong in some skill areas,
more than outweighed the fact that I lacked some of the
skills they had emphasized in their job announcement.
Fortunately, as those who hired me at Florida State had
hoped, I was able to acquire some of those other skills once
I obtained the job.


Now, more than thirty-five years after I first learned the
lessons described in this chapter, I’m still at Florida State
and I’m still learning. I hope that by following the lessons
I have described, you will be able to obtain a position that
has been as enjoyable as mine has been. Good luck!


Summary of Key Principles


1. Having a broad range of skills is likely to increase
your chances of employment. Make sure to develop
a strong set of communication skills, as well as skills
related to each of the phases of the instructional
design process, including analysis, design,
development (media production), implementation,
evaluation, and management.


2. Develop an area of expertise within the instructional
design field, making sure that the skill set you decide
to focus on is one that is currently in high demand
and is likely to remain so for some years.


3. Most instructional design positions, including
higher-paying ones, are in business and industry. If
you are interested in working in that environment,
be sure to acquire a clear understanding of how
businesses operate. Taking one or more business
courses may prove to be very helpful.


4. Starting while you are a student, become an active of
member of the instructional design profession.


Joining a professional organization and becoming
active in it (e.g., helping with the work of the
organization, delivering papers at conferences, and
submitting papers for publication) will increase your
visibility and help you establish a professional
network that will help you find a job and advance
in your career.


5. Be proactive when you are searching for a job.
Search a wide variety of sources that post job
openings, ask your professors for advice and
assistance, and don’t be hesitant to apply for a wide
variety of jobs within the field, including those that
call for a set of skills that don’t quite match yours.


6. When you apply for jobs (or submit proposals for
conferences, presentations, or papers for publication)
you are likely to receive some, perhaps many,
rejections. Don’t become dejected by these
rejections! Keep on trying! If you do so, there is
an excellent chance that you will succeed.
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Application Questions


1. Assume that you are currently seeking a job in our
field (perhaps you really are!). Examine at least three
of the sources of job openings identified in this
chapter and find at least six position announcements
that describe jobs that are of interest to you. List the
specific skills most frequently mentioned as being
required for these jobs. Analyze the degree to which
you possess each of those skills and list specific
steps you might take to improve your abilities in the
areas where you feel improvement is necessary.


2. Interview at least two of the recent graduates of your
program who have obtained positions similar to the
type of position you are interested in. Ask each
graduate to discuss the factors that they felt were
instrumental in helping them obtain their job. Use
the list of lessons contained in this chapter as a
prompt, asking the interviewees to indicate which of
the lessons describe factors that were important in
their successful job search effort.








Getting a Job in Business and Industry1


The job market has become increasingly volatile. Compe-tition is stronger than ever, and there are often hundreds
of people applying for a single job. How do you stand out
from the competition? How do you market yourself to move
up the ranks within an organization? Should you consider
working in education, government, military, nonprofits, or the
corporate world? Is being self-employed a better option than
working for someone else, or is it something that you should
do to supplement your income and gain experience? This
chapter is intended to provide practical information that can
help answer those questions and optimize your job search.


The recession that began December 2007 had a tremen-
dous impact on the employment outlook. In October 2009,
the U.S. Department of Labor’s Bureau of Labor Statistics
reported a seasonally adjusted national unemployment rate
of 10.2 percent, the highest jobless rate since 1983. This
was more than double the jobless rate of 4.8 percent just
two years earlier. Further, young people and men were
more affected by unemployment than older people and
women, with just 46.1 percent of 16- to 24-year-olds em-
ployed in September 2009 (Bureau of Labor Statistics,
2009). The recession showed how precarious the market is
and how no job is secure. Despite a positive outlook for the
future job market, it is important to “recession proof” your
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career by diversifying your skills and preparing for em-
ployment changes.


This chapter is designed to help job seekers applying
for work in the United States or considering working as an
independent consultant. It should be noted that in the
Unites States, it is not acceptable to reveal one’s national-
ity, date of birth, religious views, and other personal infor-
mation on résumés and job applications. It is generally a
more acceptable practice to include such personal infor-
mation in other cultures.


Furthering Your Education 
for Employment Opportunities
With a degree in instructional design, instructional sys-
tems, educational technology, or something similar, there
are six primary environments that provide opportunities
for employment:


1. Corporate
2. Nonprofit
3. Education
4. Government
5. Military
6. Consulting


With any of these options, a higher level of education
will set you apart from the competition and provide greater


1Internet resources related to this chapter are available at http://
trendsandissues.org.
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opportunities. In education, having an advanced degree
is the norm. In business, government, or at a nonprofit, it
is more common to hold a bachelor’s degree, though you
will be competing with people with higher levels of edu-
cation. In the military, a college degree affords greater
opportunities as a commissioned officer than with the
enlisted force. In consulting, a doctoral degree will provide
you credibility that decades of experience will not.


The value of education is evident in data that show a
direct correlation between educational attainment and
mean earnings (U.S. Census Bureau, 2009a). College en-
rollment reached an all-time high in 2009, fueled by the
surge in community college enrollment (Fry, 2009) from
the downturned economy. In the same year, 39.6 percent of
adults aged 18–24 were enrolled in an institution of higher
education (U.S. Census Bureau, 2009b). Keep the compe-
tition in mind when considering continuing your education.


Gaining Experience
If you are still in school and are undecided about what you
want to do for a living, use the opportunity to gain experi-
ence in your field before graduation. Find an internship,
part-time job, or assistantship that will give you experience
in a work environment you seek. If you don’t like your job,
chances are that when you graduate, you won’t like it any
better. If possible, find a mentor in your field. While there
are opportunities for paid internships, unpaid internships
can help you prepare for employment and may even lead
to a paid position in the same organization.


If you are already employed, use this chapter to help
you focus on where your career path should go next and to
prepare yourself in case an opportunity presents itself. As
is often said, the best time to find a job is while you have
a job. In the field of instructional design and technology,
opportunities exist in every facet of employment. Read the
chapter “How to Find Your Mission in Life” in What Color
is Your Parachute? 2010: A Practical Manual for Job-
Hunters and Career-Changers (Bolles, 2010) for insights
on where to determine is the best environment for you.


Today’s workforce requires that people be trained and
retrained frequently, and that people be prepared to lose
their jobs and begin the hunt all over again. Consequently,
it is essential to be a self-directed, lifelong learner to thrive
in your career. One of the best ways to be marketable is to
have well-rounded skills. Technology skills are one of the
areas where there is greatest demand.


Income: Psychological and Economic
There are two important kinds of income in any job. Eco-
nomic income provides the money to survive, while psycho-
logical income provides the inspiration to thrive. You must


clarify your own goals to determine their importance. A wise
man asks, “Do you live to work or do you work to live?”
Regardless of your perspective of balance of work and life, it
is important to enjoy what you do for a living, especially
when so many of your hours are spent working. Think about
the various classes you have had. Which ones did you enjoy?
Talk to people who do what you want to do. Ask them about
what they like and dislike about their jobs.


Do you prefer working face-to-face with people?
Would you rather sit at your computer and create prod-
ucts? Do you aspire to work in occupations that help peo-
ple? All of these factors are important in helping to make
beneficial career choices. By conducting research on the
Internet and at your career center, you should be able to get
a better idea of your prospects.


Eventually, you will need to decide whether you want
to remain a professional or become a supervisor. Research
for industry graduates suggests that they will do technical
work for a few years and then they will become supervi-
sors. Becoming a supervisor provides you the opportunity
to earn a higher salary and have greater responsibility. It is
up to you to manage your own career and to continue your
personal preparation. A major part of that preparation
should be sharpening your technology skills including via
social networking.


Using Technology: Cautions 
and Possibilities
If you have a social networking account like Facebook,
remember that the Internet is available to everyone. Privacy
settings are one way of controlling content visibility, but
those with full access can share with others. When in doubt,
ask yourself if you would want your parents, boss, or pastor
to see your content published in a newspaper. If the answer
is not yes, then clean up your online presence. Assume that
everything you publish, despite privacy settings, will be
saved for potential future bosses to see.


One of the more beneficial social networking sites to
make job connections is LinkedIn. Join appropriate groups
to increase your connections, and ask former colleagues or
professors to write letters of recommendation. To market
yourself, display your positive attitude and commitment to
excellence in everything you say and do. Be certain with
all such sites to ensure proper grammar, punctuation, and
spelling, as well as organization of your information.


Potential employers often use the Internet as a way
of prescreening their applicants. A 2009 study found that
45 percent of human resources professionals conducted
searches to research what might be published on social
networking sites about job candidates (Grasz, 2009). If
these decision makers find incriminating pictures or other
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questionable content, all of your education, skills, and
abilities will not make up for your dubious Internet pres-
ence. On the other hand, in a recent survey, 18 percent of
hiring managers said that they found information on social
networking sites that actually encouraged them to hire a
candidate (Haefner, 2009).


Another important consideration is the selection of
your e-mail address. We recommend that you create a sep-
arate, professional e-mail account specifically for your
job-hunting needs. There are many free options to register
such e-mail accounts. See http://gabrielleconsulting.com/
findingajob for a full list of resources and other helpful
tools.


Finally, with regard to technology, save your résumé or
Curriculum Vitae (CV) electronically and name the file
appropriately. A good file name would be YourName-
Nov2010.pdf. Also, though you likely will edit your 
résumé in a word processing application, be sure to save
it as a portable document format (PDF) or rich text format
(RTF). This will ensure that there are no version or com-
patibility issues.


Searching for a Job
There are many resources available for job seekers online.
Bookmark job sites and stay connected to opportunities
through your university listserv. Also, attend conferences,
write papers, and present research findings to gain expo-
sure, experience, and credibility.


The best opportunities for employment are not always
at large corporations. Organizations with major contracts
often feel the impact of difficult economic times faster
than small organizations, so they usually hire fewer em-
ployees, thus providing more work in smaller companies.
Don’t overlook the opportunities including at consulting
firms or nonprofit organizations. Also visit websites of
your favorite companies frequently as many companies
choose to post electronically rather than advertising. Being
proactive in visiting such sites will help you find jobs.


Understanding the Selection Process
When you are being considered for a job, there are two
things that prospective employers want to know:


1. Can you do the job?
2. Will you be a problem to manage?


The first question is easier to answer. Your résumé pro-
vides the greatest information about your knowledge,
skills, and abilities, though you may also be expected to
take an assessment before your interview. For example, if
you are applying for an instructional designer position,
you may be given a scenario where you are required to


design a storyboard for a lesson. Because hundreds of peo-
ple often apply for any given job now, another trend is that
software will prescreen your application before it ever gets
to a hiring manager. This is why it is important to cus-
tomize your résumé and reflect the keywords specified in
the job description of the position that you are seeking in
your application and résumé.


The second question is an important question that is
more difficult to answer. It has been said that managers
spend 80 percent of their time with 20 percent of their em-
ployees. These are the “problem employees” who require
more supervision. The best clues for whether you will be a
problem to manage are found in the way you answer the
interview questions. For example, if you provide too much
personal information, it may be an indicator that you will
bring your personal problems to the job. If you arrive late
for your job interview, it is an excellent indicator that you
will arrive late on the job. Your interview can make or
break your prospects with a potential employer. Therefore
it is essential to adequately prepare for the job interview.
To help prepare, look in this chapter at the sample list of
questions and tips about what hiring executives are really
seeking.


Completing Job Applications
Most organizations require an application, typically online.
It is important that you complete applications fully or the
screening system may disqualify you. Also, such applica-
tions usually require more information than on your résumé
or CV. For example, they will request supervisors’ names
and employment durations down to the hiring day.


Be careful with your words when answering questions
on applications. A typical blank is “Reason for Leaving.”
A negative response such as “fired due to personality dif-
ferences with supervisor” may instantly disqualify you
from a potential opportunity. Answers such as “budget
cuts” or “seeking better opportunity” are more acceptable.


Writing a Successful Cover Letter
A cover letter is an essential part of any job application
process. Do not avoid writing a letter due to technological
limitations such as an online system that will not allow you
to add attachments. There are ways around such limita-
tions including contacting the personnel department. Ask
for the name, spelling, and title of the hiring supervisor. To
get noticed, always write a personalized cover letter (not
“To Whom It May Concern”) addressed to the individual
hiring for the position. Also:


• Express your strong interest in the job and your en-
thusiasm for the prospect of being considered.




http://gabrielleconsulting.com/findingajob



http://gabrielleconsulting.com/findingajob
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• Display knowledge of the organization and how your
skills, experience, and education would benefit their
needs.


• Concisely summarize your relevant qualifications and
achievements. Don’t restate everything in your résumé.


• Be succinct. Keep your cover letter to less than one
page with the paragraphs well organized and brief.


• Thank the individual for his or her consideration.


Writing an Effective Résumé 
or Curriculum Vitae
There are several differences between a résumé and a CV.
In the academic world, CVs are more acceptable as they
include information about all of your publications, confer-
ence presentations, and more. Résumés tend to be more
succinct, while CVs tend to include details of every aspect
of people’s career including skills, papers, and even per-
sonal information. Outside of academe, an extensive CV
may be appropriate for certain professional positions such
as those that require extensive credentials. On the other
hand, a CV may give a pompous impression for other
position types.


Both documents have the primary function of selling
your credentials to prospective employers so that they will
want to interview you. Ensure that your résumé and your
CV stand out from others to convey your best image. How-
ever, do not use color, photographs, or other methods to do
so unless you are applying for a graphic designer or simi-
lar position. Always write a cover letter to accompany your
job application and résumé.


With regard to formatting, a sans serif font such as
Arial is easiest to read. Your name should be prominently
displayed in at least 18-point font, and the remainder of the
text should be at least 12-point font. Create bulleted lists
of accomplishments, and start each bullet with an action
verb to ensure maximum impact and parallel dimensions.
In terms of whether your experience, education, or some
other aspect of your résumé should come first, list your
items in order of importance. For example, if you have a
Ph.D., you may want to put education near the top of your
document. If you have a lot of experience but haven’t yet
completed a Bachelor’s degree, you may want to begin
with your experience. There are two main ways to orga-
nize your résumé:


1. Chronological, organized by each job you have held
2. Skills-based, organized by clusters of skills


Organizing chronologically is more common, though
skills-based organization may help if you have changed
jobs frequently or simply want to draw more attention to
the required job skills.


Contact Information


Prominently display your full name (if you have a nick-
name, put it in parentheses) at the top of your résumé fol-
lowed by contact information:


• Address
• Phone number(s)
• E-mail address
• LinkedIn URL
• Online portfolio (if you have one).


Education


This section highlights relevant academic and technical
training and includes:


• Degree(s) or certificate(s) earned
• Schools attended (including location)
• Date of graduation, actual or anticipated, or credit


hours earned.


Objective (optional)


This section is brief and relates directly to the position you
seek. It is not a necessary part of the résumé, so if you de-
cide to include an objective, make it powerful. For exam-
ple, “to secure an instructional designer position that uses
my advanced technology skills and allows me to work on
a high performing team in an innovative organization.”


Employment (or Experience)


The employment section emphasizes your relevant experi-
ence. You may customize your headings for this section.
For example, if the job advertises the need for someone
with writing experience, you may want to create a section
with the heading “Writing Experience.” This will get your
skills-based résumé noticed and will also show that you
have paid attention to the job requirements.


Content for the employment section includes:


• Position
• Company or organization, location
• Dates of employment (begin with the most current


first. If you have large gaps in employment, a cover
letter may be a good opportunity to explain. However,
because it is more acceptable to have gaps these days
including with the omission of irrelevant jobs, it may
not require explanation).


• “Power words” describing job duties, focusing on any
accomplishments in each job (e.g., secured $2.4 million
grant, earned Human Performance Communication
Award). See resources at the end of this chapter for a
listing of power words and other resources.
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Awards or Activities


This section highlights your relevant activities and honors.
Be cautious when including religious or political awards or
activities. Prospective employers may judge some such
activities as counter to their own values or the values of
their organizations. An honors and activities section might
include dates and the following:


• Teamwork, community, and academic awards and
scholarships


• Leadership positions held in campus, national, or inter-
national organizations


• Community service positions.


Language


• Make sure that grammar, spelling, and punctuation
rules are followed.


• When writing bullets, ensure parallel structure
(verb tense agreement and sentences versus sen-
tence fragments).


Do Not


• Include references in your résumé.
• Make any reference to your age, gender, or religion.


This includes omitting graduation years when appropri-
ate. For example, if you are someone who graduated
from college thirty years ago, people may assume that
you are not current on research. Most organizations re-
quire dates in their applications, but it is not always nec-
essary to include this information in your résumé or CV.


• Include months along with years of employment. In-
stead just list years (e.g., 2006–2008). An exception is
when you have had very few jobs and little experience,
such as summer work to supplement your income
while attending school.


• List jobs that are not relevant to the position.
• Include any reference to salary. This topic should be


avoided until an offer is made.


Networking and Making Connections
Networking with other professionals in your field is one of
the most important things you can do to find work, whether
as an independent consultant or a full-time employee.
Making and maintaining connections takes effort, but it is
time and energy well spent.


Business and professional relationships thrive on per-
sonal contact and interaction. Begin early to develop
relationships with others in the field through joining pro-
fessional groups, attending conferences, and organizing
student groups. Volunteer on committees to be sure that


the relationships are mutually satisfactory. Good rela-
tionships flourish with give and take opportunities.


If you know someone at an organization where you
would like to work, ask that person to write a letter of rec-
ommendation for you or put in a good word for you. Do
not be surprised if your contact person asks you to draft a
cover letter for them. As a courtesy to busy professionals,
you should be prepared to do so.


If you have no connections yet, consider contacting
people through directories such as the International Soci-
ety for Performance Improvement (ISPI). Send people an
e-mail saying who you are and how you found them, then
ask for advice on getting a job with their organization. If
local, offer to take someone to lunch to “pick your brain”
about your career. With reference to LinkedIn, be sure to
join groups such as the Association for Educational Com-
munications and Technology (AECT) that maintain a pres-
ence and post jobs. These are excellent ways to network.


Preparing for the Job Interview
The key to success is preparation. Before you write a cover
letter, research the company’s strategic mission, vision,
core values, and goals. Determine if your values match the
company’s values. If not, then you may not be happy in
your job, and no amount of financial compensation will
offset incompatible values. Seek a better match elsewhere.
Company websites are an excellent place to begin your
search, but also use effective search engine strategies and
social networking sites to find out as much as you can
about the organization. Use this information to customize
documents and prepare for your job interview. Doing your
homework sets you apart from the competition.


One person or a team of people may interview you.
More often than not, the interviewers will be a panel of two
or more people. Find out who will be conducting the
interview and research their work and their roles in the
company. Normally an administrative assistant will con-
tact you via telephone to set up a job interview, so this is a
good time to ask about the spelling and pronunciation of
interviewers’ names. The information will also be benefi-
cial during the interview, especially when you are asked if
you have any questions.


The Interview Process


“You can teach people skills but you can’t teach them per-
sonality.” All of the skills in the world will not land you a
job if you don’t have great interview skills. The interview
process is your opportunity to shine. Demonstrate confi-
dence, politeness, friendliness, and competency, and em-
phasize your excellent work ethic.


Take advantage of your university career center. Not
only will you learn about job opportunities, but you will
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Preparing for the Job Interview


Use the questions below to prepare for your job interview. Be sure to be on time and be prepared to answer these fre-
quently asked questions, as well as other questions. Do your homework before you go into any job interview, and take
notes throughout.


Tell us about yourself.


Suggestion: This question is meant to help put you at ease, but it is also your first verbal impression, so make sure
you are personable, confident (not cocky), and organized with your thoughts. Keep your response to less than two
minutes. Do not respond with too much personal information, but rather with a summary of your background, char-
acteristics, and values you share with the organization.


Please briefly summarize your background and skills as they relate to this position.


Suggestion: Prepare for this question by looking at specific skills that you possess that were also advertised in the
job vacancy. Think about where you used those skills previously. Focus on two to three primary skills.


What aspects of your last job did you like the most?


Suggestion: Think about the job that you are seeking and any parallels you see with what you liked about previous
jobs.


What aspects of your last job did you like the least? Why?


Suggestion: Be careful what you say here. Even if your prior work environment was dysfunctional, focus more on
processes and procedures—rather than people—that you think could have used improvement. Try not to be too negative.


Thinking about the various jobs you have held, please describe the management styles of your most favorite
and least favorite boss.


Suggestion: Be sure to focus on the positive, and learn what you can about the potential new boss. If he or she shares
characteristics with your least favorite boss, this could be a problem!


Describe a difficult situation that you faced in a prior job that you think you handled well. What did you do
to handle the situation?


Suggestion: Put some thought into this question. What have you done in the past that would impress your inter-
viewers and would show that you have what it takes to deal with conflict or difficult situations? Think of a few sto-
ries to share for similar questions.


Describe a workplace situation that you don’t think you handled very well. What would you do differently
today?


Suggestion: Again, put a lot of thought into this question. Make sure that the situation you describe is not too nega-
tive and that you actually learned from the experience.


“What if . . .?” (The interviewer may provide a scenario involving a conflict or a challenge, and ask you how
you would resolve the issue.)


Suggestion: Try to think about what kinds of scenarios you might be asked about in the potential work environment.
When you are in the interview, feel free to ask questions about the scenario or ask for a moment to think before you
respond.


What appeals to you the most and the least about this position? Why?


Suggestion: Do your homework. Make sure that what appeals most and least are in alignment with what the job
duties entail.








also learn how to present your résumé and how to polish
interview skills. You may participate in mock interviews to
receive feedback on your performance.


The more interviews that you have, the more you
will see common questions and will be better prepared
to answer them. Focus on how your skills would benefit
the organization and the job. Also, to stand out from the
competition, relate your responses to the organization’s
strategic values.


Making an Excellent Impression


You never get a second chance to make a good first im-
pression. Regardless of your culture, look people in the
eyes when you are greeted and interviewed. Popular
guides suggest that others will get their first impression of
you within the first thirty seconds. If you are not confident
in any of these areas, seek advice.


If someone walks over to greet you and you are sitting,
stand up and provide a firm but not too powerful hand-
shake, and keep the pumps to two to three. Fist bumps are
not acceptable unless the person greeting you has a dis-
ability and initiates a fist bump. Smile and make eye con-
tact, and ensure that your hand is not too sweaty.


Do not wear any kind of fragrance. Not only is it a dis-
traction, but people may have allergies. Err on the side of
conservative when it comes to dress, jewelry, tattoos, and
makeup. More details on attire are included in the next sec-
tion of this chapter.


Provide answers in no more than one to two minutes,
and then wait for questions. Even if you are stressed,
avoid slang, jargon, the dreaded “ums” and “uhs,” and
other nervous habits. An excellent exercise is to have
someone videotape a mock interview. Review the video
and pay close attention not only to what you say and how
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When we contact your references, what do you think they will they tell us are your greatest strengths and
weaknesses?


Suggestion: Strengths should mirror characteristics needed in the vacant position. Give your weakness some thought
and consider something that might also be perceived as a strength (e.g., putting your heart into your job so some-
times you take criticism of your work too personally).


Where do you see yourself in five years?


Suggestion: Put a lot of thought into this question. Avoid responses that would show you in a completely different
environment in five years.


Why do you want to work in this position and this organization?


Suggestion: Pay attention to comments that specifically tie in with your understanding of the job, position, and or-
ganizational values and mission.


What do you think sets you apart from other candidates?


Suggestion: Be confident but not conceited. Think about unique skills that you possess that would be helpful in the
vacant position.


Do you have any questions for us?


Suggestion: Always have at least one or two questions for your interviewers. Come prepared with questions and take
notes during the interview of any questions you might want to ask. This will show your interviewers not only that you
did your homework, but also that you were listening to them. Do not ask more than three questions.


Based on this interview and what you have learned today, what is your level of interest in this position now?
Why?


Suggestion: Your interest level should be high, without the tone of desperation. ☺ Try to tie in your responses of
“why” to the organization’s mission and values, as well as anything you know about the position that you may not
have already addressed.


Finally, don’t forget to thank the interviewer(s) for his or her time and to reiterate your interest in the position.
Relax and be yourself!
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you said it, but also to your body language and intona-
tion. Do this at least three times and watch yourself im-
prove in each subsequent session. Rehearse answers, but
do your best to sound like you have not memorized your
response.


One of the last things interviewers typically ask is if
you have any questions for them. You should always have
at least one or two thoughtful questions to ask. Remember
that you should come away from the interview with knowl-
edge of the interviewer, too.


Dressing for Success


It is often said that you should dress for the job you want
and not the job you have. It is best to dress more formally
than you might do so on the job, even if your job inter-
view is on “casual Friday.” Avoid any kinds of distrac-
tions such as chunky jewelry, bright colors, high heels, or
busy patterns. Under no circumstances are open sandals
such as flip-flops acceptable as footwear in a profes-
sional work environment. The emphasis in a job inter-
view should be on what you are saying and not what you
are wearing.


With few exceptions, men should wear suits and ties on
job interviews, and women should wear business suits in-
cluding skirts and blouses. Skirts should fall below the
knees, and blouses should not be low cut. Men should not
wear earrings, and women should only wear post earrings
(no dangling earrings), if any.


A 2006 study found that approximately one in four
adults (aged 18–50) in the United States had a tattoo
(Laumann and Derick, 2006). Just because it is becoming
more acceptable in our culture does not mean that tattoos
should be visible when interviewing for a job. Keep in
mind that the interviewer may be biased against tattoos or
may simply be distracted and as a result, pay less attention
to your responses. Again, think conservative.


Growing with an Organization


Succession planning has become an important part of work-
force trends. Employers are increasingly putting plans in
place to ensure that as baby boomers retire, internal talent is
prepared for promotion to the vacant positions. Ensure that
you are part of that plan by being prepared. Don’t become
complacent in your job. Be an exemplary employee who
seeks to improve efficiency and productivity.


Internal candidates often wonder why external candi-
dates are selected for positions instead of them. Do not
allow familiarity with hiring executives to cause you to lose
formality with your job application, résumé, and cover let-
ter, as well as with other aspects of the interview process.
Your efforts should be at least that of external applicants.


This is your opportunity to show that it is not necessary to
hire from the outside when the top candidate is you.


Working as an Independent Consultant


There are benefits and drawbacks to working as an inde-
pendent consultant. On the plus side, you can set your
own hours, work with less bureaucracy, and be more cre-
ative. A negative is that you will likely end up working
many more hours than with a traditional job, and there
are usually no paid sick or vacation days. The pay is typ-
ically better as a consultant, but you must also consider
the costs. You must purchase your own health insurance,
invest in your own retirement account, pay added taxes,
complete more paperwork, and make decisions about
company structure.


There are also many unpaid tasks when you are an in-
dependent consultant. You will spend hours writing busi-
ness proposals and responding to requests for proposals
(RFPs). Additionally, you will spend time and money net-
working and marketing yourself. Finally, you must master
the skill of estimation. When you write a proposal and win
a contract, you will likely be paying subcontractors by the
hour while you are paid by the job. One unexpected ex-
pense (e.g., a subcontractor charging more time than you
had estimated or a contract holder changing tasks mid-
stream) and your profit will be less than anticipated unless
you have stipulations in place.


Despite these downsides, most independent consultants
report greater happiness in their jobs as a result of their
ability to control their own working hours, select their own
projects, and work more efficiently outside the constraints
of a hierarchy. If you are considering opening your own
business and you are currently employed, try working as a
subcontractor with a reputable company. This will give
you an opportunity to test the waters before quitting your
job. Another suggestion is to find a mentor. Most business
owners are willing to share their lessons learned and this
will help you to avoid mistakes and find success.


Staying in the Game


Finally, it is important to stay in the game with your career.
No matter how happy you are in your job, you must be pre-
pared in case you are laid off or want to change jobs. This
includes staying updated on developments in the field,
making connections through professional organizations
and social networking sites, and ensuring that your résumé
or CV is current.


Read journals and publications including dissertations
to keep updated on developments in the field, and know
what publications are most pertinent to your area of inter-
est. Stay connected to potential opportunities by joining
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your local chapter of ASTD or ISPI and submitting aca-
demic papers for conferences. Even if your paper is not ac-
cepted, attend conferences to learn about research in the
field. Volunteer your time at conferences, not only to off-
set the registration fees, but also to make valuable contacts
and learn from them. Follow up with your contacts, and
stay in touch with them over time. Remember that future
success is not only determined by your education and ex-
perience, but also by your attitude and perseverance. Take
advantage of the tools in this chapter to improve your skills
and prepare to land the job you’ve always wanted.


Summary: How to Prepare 
for a Job Interview
Always Prepare Before Your Interview


• Confirm the time, date, place, and details of the
interview.


• Ask if there is anything you should bring.
• Take a practice drive to the interview location at the


same time of day so that you will know how long it
takes to get there and park.


• Confirm the position for which you are interviewing.
• Ask for the correct spelling and pronunciation of the


name(s) of interviewer(s).
• Prepare your clothes and everything else the night


before.
• Get a good night’s rest.
• Eat something light a couple of hours before your


interview.


What to Wear to the Interview


• Dress for the job you want, not the job you have.
• Err on the side of conservative.
• Wear nice shoes that are clean and, if appropriate,


polished.
• Do not wear anything that will distract the inter-


viewer’s attention. Avoid excessive jewelry, makeup,
bright clothes, loud patterns, or fragrance.


• Watch for grooming. Make sure your hair is neat and
styled, fingernails are clean and trimmed, and for
men, face is shaven or beard is trimmed.


• Do not smoke before your interview.
• Brush your teeth within an hour of your interview.
• Just before your appointment, visit the restroom to


take a final look at yourself.


Things to Consider Bringing to a Job Interview


• Appointment book
• Notepad and pen (or laptop, if appropriate)
• Printed copies of résumé (one for each interviewer


plus an extra)—with skills and background related to
the position highlighted


• Bullet point responses to potential questions
• Questions you have prepared to ask the interviewer
• Research on the position and organization
• Documentation of relevant achievements
• Writing samples or other relevant examples of your


work
• References and letters of recommendation.


Summary of Key Principles


1. Job opportunities require preparation. It is
important to keep skills, education, and experience
current. The résumé or CV should be updated,
customized, and stored electronically for quick
retrieval and submission, and it should always be
accompanied by a customized cover letter.


2. Technology can be a benefit or a drawback to job
hunting. Technology helps simplify job hunting and
application submission, but job seekers should be
aware of their online presence and assume that
everything on the Internet can be seen by potential
employers. Use technology to market yourself.


3. Practice is the key to successful job interviews.
University and community career centers provide
excellent opportunities to practice job interview skills.


4. Job candidates who make the most effort will get
noticed. Job seekers who are prepared and who make
the most effort will stand out from other candidates.
Internal job candidates should use the same
formalities and effort as an outside job candidate.


5. Networking is critical to making and maintaining
connections. Connect with others in the field at
conferences, university events, chambers of commerce
functions, and training and other events including local
ASTD and ISPI chapter meetings. These connections
may be invaluable with job openings.


6. Find your passion. Much research has shown that
people are overwhelmingly unhappy in their jobs.
Because so many hours per day are spent working, it
is important to enjoy what one does for a living.
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Application Questions


1. Find a job vacancy announcement for a job for
which you are qualified and in which you are
interested. Prepare a customized résumé that
emphasizes your relevant capabilities based on your
professional experience and academic background.
Write a cover letter to accompany your résumé that
incorporates keywords into your résumé that are
used in vacancy announcement. Send your résumé
and cover letter to three professionals in the field for
feedback.


2. Go to your university or community career center. If
offered, participate in a mock interview. If not, work
with somebody to conduct a mock interview for a job
in business or industry. Videotape the interview then


ask for at least three individuals to critique your
performance. What would you have done differently?
What were your strengths in the interview?


3. Prepare your online presence for potential hiring
executives. If you do not already have social
networking accounts on Facebook and LinkedIn,
create them. If you do already have accounts,
carefully look through every bit of information and
ensure that your profiles are complete, accurate, and
professional. Carefully examine all content to make
sure that the image you convey—including the
overall attitude and tone—are ones that would easily
get you through the online screening process with
human resources professionals.


Author Information


Gabrielle K. Gabrielli, Ph.D., is an educator who teaches
at Florida State University and Tallahassee Community
College, and is CEO at Gabrielle Consulting, specializing
in improving motivation, performance, and learning.


Robert K. Branson is Professor Emeritus in the Depart-
ment of Educational Psychology and Learning Systems at
Florida State University.
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Competent professionals in Instructional Design andTechnology (IDT) are expected to stay current in areas
such as learning, instruction, performance improvement,
media, and technology (Klein, Spector, Grabowski, & de la
Teja, 2004; Richey, Fields, & Foxon, 2000). To stay abreast
of recent developments in the field, scholars and practition-
ers read journals, join professional organizations, attend
conferences, and participate in formal and informal net-
working activities. How do you know which organizations
to join, which conferences to attend, which publications to
read, and which social networks to spend your time on?


This chapter will provide information about organiza-
tions and publications in IDT and related areas to help you
make informed decisions as a consumer and, hopefully, as
an active member of the field. The chapter opens with a
brief overview of the factors to consider when deciding
about an organization or publication followed by specific
details about twenty professional organizations and fifty
publications of interest to members of the IDT community.


Joining a Professional Organization
Most professional organizations have a clearly stated mis-
sion geared toward the interests of a particular segment of
a field. Organizations in IDT focus on a variety of areas
such as educational technology, performance improvement
and training, information technology and computers, or
scholarly inquiry. Furthermore, they are aimed at a wide
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range of professionals from academics in higher education
to practitioners in business and industry.


The decision to join a professional organization should
be based in part on whether or not its focus matches your
career goals and interests. For example, if your goal is to
work as an instructional designer in a business setting, then
you should consider joining a professional organization
that focuses on performance improvement or training. If
you plan to become a faculty member in higher education,
you should think about joining an organization that has a
mission related to scholarship and research.


The decision to join a professional organization should
also be based on the specific benefits provided to its
members. These may include annual meetings and confer-
ences, employment assistance, journal subscriptions, and
professional development opportunities. These benefits are
important because they help you become an active and
informed member of the field. For example, conferences
provide you the opportunity to keep up with the latest
trends, share ideas and problems, and network with others
by forming professional relationships and contacts. In
addition, a subscription to a journal or magazine published
by an organization can help keep you informed of the latest
theories, research, or techniques being employed by others.


The benefits of joining any professional organization
should be weighed against the cost of membership. Annual
dues can range from a small, nominal fee to several hundred
dollars. The cost of conference fees and journal subscriptions
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can also be expensive. Since most professional organizations
have special rates for graduate student members, you should
consider joining a few groups while in school to see which
are most appropriate for you.


Joining an Online Forum 
or Social Networking Site
A relatively new phenomenon is the plethora of online
forums and social networking sites that have emerged in
recent years. Today, these forums and social networks are
being used to support communities of practice in many pro-
fessional fields including IDT. At their simplest, an online
forum may be no more than a loose grouping of people shar-
ing some common interests, posting and discussing their
ideas on the Internet. These tend to be ephemeral groups,
forming, storming, and falling into neglect over a relatively
short period of time. However, some are more robust. True
social networking sites are structured. Some, like Facebook,
are primarily intended for social contacts but are being used
by professional networks. Others, such as LinkedIn have
been designed for professional networking from the outset.


The best networks are expertly moderated so that dis-
cussion is nurtured. A good example is the ITFORUM (see
http://it.coe.uga.edu/itforum) where people from around
the world discuss research, theory, practice, and new ideas
related to IDT. Leaders and graduate students in the field
sometimes post a short, invited paper prior to discussion.
The author then remains available electronically for one
week to discuss, debate, or answer questions from mem-
bers of the network.


You should be cautious of the information and materi-
als that you upload to online forums and social networking
sites. Read the terms and conditions carefully to see what
you may be giving away by accepting them. At least one
site has attempted to claim ownership of all the material,
photographs, and other items uploaded to their site. Other
sites make it difficult (or even impossible) for you to delete
personal details if you try to resign from the site. Some
employers look at entries on social networking sites as part
of their selection and recruitment process. Think carefully
before you upload anything to a social networking site.


A good place to look for online forums and social net-
working sites is at professional organizations’ Internet
sites or by talking to like-minded colleagues at confer-
ences and exhibitions. A social network is only as good as
its active members. Think about why you want to join a
site. Is it to keep in touch with developments by lurking
and joining in some of the discussions? Is it to get support
from your peers by posting questions? Is it to build your
reputation in the field by posting observations and insights
that will mark you as a leader? Select just one or two social


networking sites and focus your efforts on those. Active
participation can accelerate the development of your pro-
fessional network. But do not underestimate the time you
will have to devote to keep up to date.


The rapid rate of technological evolution means that
more and different forms of online forums and social net-
working sites will be developed in the near future. Making
effective use of them requires a careful look at personal
cost effectiveness. You should ask—how much effort does
it take to contribute and how much do I get in return?


Deciding What 
Conferences to Attend
In the days before safety matches and lighters, instructional
technologists (and most of the rest of the population) used
tinderboxes as a portable source of fire. These contained a
flint and steel for striking sparks, and some tinder to catch
the spark and start a flame. If any of these three were miss-
ing, you couldn’t make fire. Professional organizations and
conferences that specifically focus on your field are good
places for meeting up with old friends, confirming existing
ideas, and hearing colleagues preaching to the choir. Never-
theless, progress usually happens because people make con-
nections between apparently unrelated ideas. Sometimes
you need to be jolted out of established paths through con-
tact with new ideas from another branch of IDT or even
another discipline. Conferences and organizations are like
tinderboxes; it is sometimes very enlightening to attend a
conference that is not directly focused on your field.


Conferences and exhibitions are learning events. As an
informed learner you should go with clear learning objec-
tives and plan in advance how you intend to achieve them
(after all, you are an instructional technologist). Most con-
ferences have a website that you can use to help you plan
your visit. Identify the sessions you want to attend. Papers
by recognized authorities usually make it worth attending,
but don’t ignore the less well-known presenters who may
have something important to say about the field.


Furthermore, many companies demonstrate learning
materials at their exhibit booths. This provides you the
opportunity to critique cutting-edge products. Would you
have designed it like that? Do the materials work for the
intended audience? How could they be improved? Don’t
be hesitant about spending time talking to exhibitors and
working through their materials.


Deciding What Publications to Read
The decision to spend time reading a specific professional
publication should also be based on whether or not its focus
matches your interests. Like professional organizations,




http://it.coe.uga.edu/itforum







CHAPTER 28 Professional Organizations and Publications in Instructional Design and Technology 275


publications have a specific purpose aimed at a particular
audience. Some are scholarly academic journals that pub-
lish articles on research and theory; others are magazines
that publish about current practices. Publications of interest
to the IDT community are focused on a wide variety of
topics, including cognition and instruction, distance educa-
tion, instructional development, multimedia, performance
improvement, and visual literacy.


The value or quality of a journal often depends on the
interests of readers; a journal that practitioners in business
and industry might find very useful may be considered of
little value to researchers in the field or IDT professionals
working in school settings. However, some factors that are
often considered when the issue of quality is addressed are
whether or not submissions are reviewed “blindly” by
external reviewers, the rate of acceptance versus rejection
of submissions, the impact factor, and the reputation of the
editorial board.


In recent years, there has been an increase in the number
of electronic journals found on the Web. E-journals can be a
good source for you to find information on the latest trends
and issues in IDT. Yet while a few e-journals apply the same
rigorous standards used by peer-refereed print journals,
others are less careful about the accuracy of information
published on the Web. As an educated consumer of infor-
mation, you should critically analyze the content of what
you read regardless of where it has been published.


Professional Organizations in IDT
The following pages provide specific details about twenty
professional organizations of interest to members of the
IDT field. Links to the organizations in this chapter are
available at http://trendsandissues.org/.


American Educational Research Association (AERA) is
concerned with improving education by encouraging
scholarship and by disseminating research results. Mem-
bers include educational researchers, administrators, eval-
uators, professors, and graduate students from a wide
variety of disciplines. AERA consists of twelve divisions
and approximately 160 Special Interest Groups that enable
members with a common interest in a specialized issue to
exchange information and ideas. Individuals with an inter-
est in IDT often belong to Division C: Learning and
Instruction and to the Instructional Technology Special
Interest Group. AERA sponsors an annual meeting with
several thousand presentations on a broad range of topics.
Individuals seeking employment in academia will find the
job placement center at the annual meeting and an online
listing of job openings particularly helpful. AERA pub-
lishes several journals such as American Educational
Research Journal, Educational Researcher, and Review of
Educational Research.


American Society for Training & Development (ASTD)
is an organization for individuals interested in workplace
learning and performance. Members are from organiza-
tions such as multinational corporations, medium-sized
and small businesses, government, academia, and consult-
ing firms. ASTD has local chapters in several regions of the
world that provide an opportunity to network with training
professionals at the local level. The organization sponsors
various professional conferences each year and an online
job bank to assist individuals seeking employment in the
training and performance field. ASTD publishes T+D
Magazine, Learning Executive Magazine, and Learning
Circuits, an online source focused on the use of e-learning.


Association for the Advancement of Computing in Educa-
tion (AACE) is an international organization dedicated to the
improvement of knowledge, theory, and quality of learning
and teaching with information technology. Members include
researchers, developers, practitioners, administrators, policy
decision makers, trainers, adult educators, and others with an
interest in information technology in education. AACE
sponsors international conferences each year including 
ED-MEDIA—World Conference on Educational Multime-
dia, and E-Learn—World Conference on E-Learning in Cor-
porate, Government, Healthcare, and Higher Education.
AACE publishes several journals including the Journal of
Interactive Learning Research, Journal of Educational Mul-
timedia and Hypermedia, and International Journal on 
E-Learning. The organization also hosts an online career cen-
ter and a digital library with access to thousands of journal
articles and conference proceedings.


Association for Educational Communications and
Technology (AECT) is for professionals with an interest in
the use of educational technology and its application to the
learning process. Members include professors and gradu-
ate students, school library media specialists, researchers,
and instructional developers from business and industry.
The association has several divisions and councils to
address the specific interests of its members. Individuals
with an interest in IDT often join divisions focused on
instructional design and development, research and theory,
and training and performance. AECT sponsors an annual
international convention with several hundred presenta-
tions and a job placement center, a summer conference
focused on specialized topics, and an online job center.
AECT publishes several journals including Educational
Technology Research & Development, Quarterly Review
of Distance Education, and TechTrends.


Australasian Society for Computers in Learning in
Tertiary Education is for professionals involved in tertiary
computer-based education and training, including educa-
tional interactive multimedia. It holds an annual confer-
ence and promotes cooperation with other organizations
that have a similar focus.
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British Institute for Learning and Development pro-
vides opportunities for networking and access to the col-
lective expertise of its members by maintaining links with
key organizations in the UK and worldwide.


Canadian Network for Innovation in Education is a
community of educators, administrators, and practitioners
who work to promote research and advance practice in dis-
tance education through the use of educational technolo-
gies. It holds an annual conference and publishes journals
including the Canadian Journal of Learning and Technol-
ogy and Journal of Distance Education.


Distance Education Association of New Zealand fosters
development, research, and practice in flexible, open
learning systems for education. The association is made up
of individual and institutional members mainly from
within New Zealand but also from the Pacific Rim.


Educational Research Association of Singapore pro-
motes the use of educational research to enhance the quality
of education and facilitates close ties with the international
research community.


E-Learning Network is a UK organization for users of
technology in training. Its aim objective is to be a source
of information and best practice on technology-based
learning and development in the workplace.


European Association for Research on Learning and
Instruction (EARLI) is an organization for scholars from
Europe and other parts of the world to discuss ideas on in-
structional and educational research. EARLI sponsors a
biennial conference and publishes Learning and Instruc-
tion, Educational Research Review, and New Perspectives
on Learning and Instruction.


International Society for Performance Improvement
(ISPI) is focused on improving performance in the work-
place through the application of human performance tech-
nology. Members include performance technologists,
training directors, human resource managers, instructional
technologists, and organizational consultants. ISPI has an
international network of local and regional chapters across
the United States as well as in Canada, South America,
Europe, Middle East, Australia, and New Zealand. The
organization sponsors an annual international conference
and exposition and several institutes each year. ISPI pro-
vides information on employment opportunities through
an online career center and publishes Performance Im-
provement Journal, Performance Improvement Quarterly,
and PerformanceXpress.


International Society for Technology in Education
(ISTE) provides leadership and service to improve teach-
ing and learning by advancing the effective use of technol-
ogy in K–12 education and teacher education. Members
include teachers, administrators, technology coordinators,
media specialists, and teacher educators. ISTE supports
eighteen special interest groups and is responsible for


recommending guidelines for the accreditation of pro-
grams in educational computing and technology teacher
preparation. ISTE sponsors the National Educational
Computing Conference and publishes the Journal of Com-
puting in Teacher Education and Journal of Research on
Technology in Education.


International Technology Education Association
(ITEA) promotes the capabilities for technology, innova-
tion, design, and engineering educators. Members include
individuals and institutions throughout the world with the
primary membership in North America. ITEA conducts
various professional development programs, sponsors an
annual conference, and publishes the Journal of Technol-
ogy Education.


International Visual Literacy Association (IVLA) is con-
cerned with issues dealing with education, instruction, and
training in modes of visual communication and their appli-
cation through the concept of visual literacy. Members are
researchers, educators, and artists from a wide range of
disciplines including instructional technology, computer
applications, communication, and business. IVLA hosts
an annual conference and publishes the Journal of Visual
Literacy.


Korean Society for Educational Technology (KSET) is
focused on helping scholars and practitioners improve
teaching and learning by creating educational technology
solutions. Members include researchers, developers, and
practitioners in academia, corporations, and government
agencies. KSET sponsors an annual international confer-
ence on issues related to educational technology.


Open and Distance Learning Association of Australia
is a professional association for individuals interested in
the practice and administration of distance education and
open learning. Its objectives are to advance the practice
and study of distance education in Australia, foster com-
munication between distance educators, and maintain
links with other associations in distance education. It pub-
lishes the journal Distance Education.


Society for Applied Learning Technology (SALT) is an
organization for professionals whose work requires
knowledge in the field of instructional technology. It spon-
sors an annual convention that covers a wide range of top-
ics such as e-learning, Web-based training, mobile
learning, interactive multimedia, learning management
systems, instructional systems design, and performance
support systems. SALT publishes the Journal of Educa-
tional Technology Systems, Journal of Interactive Instruc-
tion Development, and Journal of Instruction Delivery
Systems.


Society for Information Technology and Teacher Educa-
tion (SITE) promotes research, scholarship, and collabora-
tion for professionals interested in the use of information
technology in teacher education. Members are individual
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teacher educators and affiliated organizations of teacher ed-
ucators in all disciplines. SITE sponsors an annual interna-
tional conference and publishes the Journal of Technology
and Teacher Education and Contemporary Issues in Tech-
nology and Teacher Education.


Society of International Chinese in Educational Tech-
nology supports the application of educational technology
in China. It promotes international connections and
exchanges for Chinese scholars who study educational
technology for teaching and learning.


Professional Publications in IDT
The following pages provide specific details about fifty
professional publications in IDT and related fields. Infor-
mation about each journal was obtained from either the
journal itself or from one of Cabell’s directories of pub-
lishing opportunities in education (Cabell, 2007; Cabell,
English, George, & Earle, 2007). Links to the publications
in this chapter are available at http://trendsandissues.org/.


American Educational Research Journal publishes
peer-reviewed articles that report on original empirical and
theoretical studies and analyses in education. The journal
has a section on teaching, learning, and human develop-
ment, which contains articles that examine teaching and
learning at all educational levels in formal and informal
settings.


American Journal of Distance Education is a peer-
reviewed journal that publishes articles on research,
theory, and practice of distance education. The journal is
aimed at educators who develop and deliver training and
educational programs at a distance and administrators of
these systems.


Australian Journal of Educational Technology is a ref-
ereed journal that publishes research and review articles in
educational technology, instructional design, educational
applications of computer technologies, e-learning, and
related areas.


British Journal of Educational Psychology is a peer-
reviewed journal that publishes empirical and theoretical
studies, case studies, action research, surveys, and experi-
mental research. The focus of the journal is on psycholog-
ical research that makes a significant contribution to the
understanding and practice of education.


British Journal of Educational Technology publishes
peer-reviewed articles on the theory, application, and
development of learning technology and communications.
The journal is targeted to an international audience of
academics and professionals in education, training, and
information technology.


Canadian Journal of Learning and Technology is a peer-
reviewed journal that focuses on the use of technology for
learning. Topics include learning theory and technology,


cognition and technology, instructional design theory and
application, online learning, computer applications in edu-
cation, simulation and gaming, and other aspects of the use
of technology in the learning process.


Cognition and Instruction publishes peer-reviewed
articles on cognitive-instructional research and analysis.
The focus of the journal is on cognitive investigations of
instruction and learning.


Computers in Human Behavior is a scholarly journal
that publishes theoretical articles, research reports, and
literature reviews that examine the use of computers from
a psychological perspective. The journal addresses human
interactions with computers and the psychological impact
of computer use on individuals, groups, and society.


Distance Education is a peer-reviewed international
journal that publishes research and scholarly material in
the field of distance, open and flexible education.


Educational Researcher contains scholarly articles of
general interest to educational researchers from a wide
range of disciplines. The journal has a features section that
publishes peer-reviewed articles that report, synthesize, or
analyze scholarly inquiry in education.


Educational Technology is a professional magazine that
publishes nonrefereed articles interpreting research and
practical applications of scientific knowledge in education
and training environments. The magazine covers a variety
of topics related to the educational technology field.


Educational Technology Research and Development
is a refereed journal that publishes research reports, lit-
erature reviews, theoretical and conceptual articles, and
descriptions of programs, methods, and models. The
journal has two sections, the research section features
well-documented articles on the practical aspects of re-
search as well as applied theory in educational technol-
ogy, and the development section focuses on the design
and development of learning environments and educa-
tional technology applications.


Educational Technology and Society publishes peer-
reviewed articles on the issues affecting the developers of
educational systems and educators who implement and
manage such systems.


Electronic Journal for the Integration of Technology in
Education is an online, refereed journal that features research
findings and practical articles on technology integration.


Instructional Science publishes refereed scholarly arti-
cles that focus on the nature, theory, and practice of instruc-
tional processes and learning. The journal is targeted to an
international audience of academics and professionals inter-
ested in learning and cognition.


Interactive Educational Multimedia is an online journal
that publishes peer-reviewed and invited articles related to
research, implementation, and design of multimedia. The
journal covers subjects related to educational multimedia,
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hypermedia, learning, design, teaching and evaluation of
new technologies when applied in education.


International Journal on E-Learning publishes peer-
reviewed articles on research, development, and practice
of e-learning. The journal is targeted to an international
audience of educators and trainers in corporate, govern-
ment, healthcare, and higher education settings.


International Journal of Educational Technology is a
refereed online journal that publishes research articles in
the area of educational technology. It is published online
twice each year and is available without an access charge.


International Journal of Instructional Media is a refereed
journal that publishes articles focused on all forms of media
used in instruction and training. The journal examines topics
such as computer technology, computer-mediated communi-
cations, distance learning, and media research.


International Journal of Training and Development is a
refereed journal that publishes theoretical, conceptual, and
methodological research articles focused on training. The
journal is aimed at an international audience from the aca-
demic and corporate communities, as well as those
engaged in public policy formulation and implementation.


International Journal of Training Research publishes
peer-reviewed articles that focus on research studies and
reviews of research related to vocational education and
training in Australia and internationally.


International Review of Research in Open & Distance
Learning is a refereed, open access e-journal that carries
articles about projects and programs in the area of open
and distance learning. It provides documented research
into the ways in which learning occurs via flexible deliv-
ery modes.


Journal of Computer Assisted Learning is a peer-
reviewed journal that focuses on the use of information
and communication technology to support learning and
knowledge exchange. It is aimed at an international audi-
ence of researchers and practitioners and addresses topics
such as collaborative learning, knowledge engineering,
and open, distance, and networked learning.


Journal of Computer-Mediated Communication is a
refereed e-journal that disseminates information about
computer-mediated communication. The journal publishes
theoretical analyses, original empirical research, as well as
reviews, synthesis, and meta-analyses of prior research.


Journal of Computing in Higher Education is a peer-
reviewed journal that publishes original research; litera-
ture reviews; implementation and evaluation studies;
theoretical, conceptual, and policy papers that contribute
to the understanding of the issues, problems, and research
associated with instructional technologies and educational
environments. The journal provides perspectives on the
research and integration of instructional technology in
higher education.


Journal of Computing in Teacher Education is a refer-
eed journal that publishes practical applications, research
reports, and theoretical articles of interest to teacher edu-
cators involved with computer and technology education
for preservice and in-service teachers.


Journal of Distance Education publishes scholarly arti-
cles and research papers that focus on issues related to
distance education. Its objective is to promote and encour-
age Canadian research and scholarly work in distance
education and provide a forum for the dissemination of
international scholarship.


Journal of Educational Computing Research publishes
peer-reviewed articles including research reports, critical
analyses, design and development studies, and reviews
related to educational computing and computer-based
education.


Journal of Educational Multimedia and Hypermedia
publishes peer-reviewed articles that discuss research, de-
velopment, and applications of multimedia and hyperme-
dia in education. The journal focuses on the theory and
practice of learning and teaching using technological tools
that allow the integration of images, sound, text, and data.


Journal of Educational Psychology is a peer-reviewed
journal that publishes original psychological research per-
taining to education at all levels. The journal occasionally
publishes theoretical and review articles related to educa-
tional psychology


Journal of Educational Research publishes peer-reviewed
articles that describe or synthesize research on educational
practice in elementary and secondary schools and in higher
education. The journal gives special consideration to vari-
ables that can be manipulated in educational settings.


Journal of Educational Technology Systems publishes
articles on the use of computer technologies as an integral
component of an educational system. The journal examines
the design and development of interactive computer-based
systems, techniques for using technology in educational
systems, and classroom practices and experimentation with
technology.


Journal of Instruction Delivery Systems publishes peer-
reviewed articles that focus on issues, problems, and
applications of instructional delivery systems in education,
training, and job performance. The journal is application
oriented and is aimed at educators, trainers, and profes-
sionals in academia, business, industry, and the military.


Journal of Interactive Instruction Development is a
practical publication that focuses on enhancing the quality,
effectiveness, and productivity of interactive systems
design. The journal provides how-to information aimed
primarily at managers and senior-level professionals in
training, education, and government.


Journal of Interactive Learning Research is a refereed
journal that publishes articles related to the theory, design,
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implementation, effectiveness, and impact of interactive
learning environments in education and training. Types of ar-
ticles include theoretical perspectives, research reports, liter-
ature reviews, and descriptions of learning environments.


Journal of Interactive Media in Education publishes
articles on theory, research, and practice of interactive media
in education. The journal uses an open peer-review approach
where reviewers are named and accountable for their com-
ment, authors have the right of reply, and readers have the
chance to shape a submission before it is published.


Journal of Interactive Online Learning publishes manu-
scripts, critical essays, and reviews that encompass disci-
plinary and interdisciplinary perspectives in regards to
issues related to higher-level learning outcomes. It is a
peer-reviewed e-journal that publishes articles on theory,
research, and practice related to interactive online learning.


Journal of Research on Technology in Education
publishes refereed articles that report on research studies,
system or project descriptions and evaluations, syntheses
of the literature, and theoretical or conceptual positions
that relate to educational computing. The journal is aimed
at an international audience of teachers, teacher educators,
technology coordinators, educational policy makers, and
industry leaders.


Journal of Technology and Teacher Education is a peer-
reviewed journal that publishes articles about the use of in-
formation technology in teacher education. The journal
covers preservice and in-service teacher education, as well
as graduate programs in areas such as curriculum and in-
struction, educational administration, staff development,
instructional technology, and educational computing.


Journal of Technology, Learning, and Assessment is a
peer-reviewed, scholarly online journal that provides an
interdisciplinary forum where initiatives that combine
technology, learning theory, and assessment are shared.


Journal of Visual Literacy is a refereed journal that pub-
lishes articles exploring the empirical, theoretical, practical,
or applied aspects of visual literacy and communication.
The journal focuses on the effective use of visuals in a wide
variety of fields.


Learning and Instruction is a peer-reviewed journal
that publishes empirical research studies; theoretical and
methodological articles; and literature reviews on learn-
ing, development, instruction, and teaching. The focus of
the journal is on European work in the field.


Open Praxis publishes scholarly papers and provides
information on worldwide developments in the field of
open learning and distance education.


Performance Improvement Journal is a nonrefereed
professional magazine aimed at practitioners of human
performance technology in the workplace. The journal
deals with all types of interventions and all phases of the
HPT process and publishes hands-on experiences with
models, interventions, how-to-guides, and ready-to-use
job aids, as well as research articles.


Performance Improvement Quarterly is a peer-reviewed
journal that publishes literature reviews, research studies,
and other scholarly articles about human performance tech-
nology. The journal emphasizes human performance tech-
nologies such as front-end analysis and evaluation.


Quarterly Review of Distance Education is a peer-
reviewed journal that publishes articles related to theory,
research, and practice of distance learning. The journal
frequently examines issues related to the design of online
instruction.


Review of Educational Research is a peer-reviewed
journal that publishes critical, integrative reviews of
research literature related to education. The journal con-
tains reviews that interpret and synthesize educational
research from a wide range of disciplines.


TechTrends publishes peer-reviewed articles that focus
on the practical applications of technology in education
and training. It is aimed at professionals in the educational
communications and technology field.


T & D Magazine publishes non-peer-reviewed articles
on current practices, new theories and their applications,
and emerging trends in the field of workplace learning and
performance. The magazine is aimed at practitioners in
business, government, academia, and consulting.


Training Magazine publishes non-peer-reviewed fea-
tures such as interviews and profiles of industry leaders,
special reports, original research, opinions, and the latest
trends in training and workforce development.


Turkish Online Journal of Educational Technology is a
peer-reviewed e-journal that publishes articles on theoret-
ical discussions of technology and teacher preparation,
current practices on the use of technology, and previously
published articles that have advanced the discussion of
educational technology.


Summary of Key Principles


IDT is a rapidly evolving field. On the surface, trends in
the field appear to be driven by advances in technology.
However, there continues to be progress in learning and


performance that underpins the design and delivery of in-
struction and other interventions. Competent professionals
invest significant amounts of time in their own continuing
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Application Questions


1. Select a topic of interest and conduct a search of the
publications listed in this chapter to identify those
that have published articles on the topic. Read a few
articles related to the topic (preferably from different
publications) and explain which journals provided
the best source of information.


2. Write an action plan for your next conference listing
your learning objectives, how you expect to meet
those objectives, the preparation you will need to do,
and other resources you may need to achieve your
objectives (it is easier if you select a specific
conference rather than choosing some abstract event).


development by reading relevant publications in the field
and by participating in conferences. Social and profes-
sional networks, particularly in areas related to technol-
ogy, are born, flower, and die so frequently and quickly
that it requires conscious effort to keep abreast of them. As
a professional in the field of IDT, you must apply this
knowledge to yourself and develop your own strategies for
making effective use of these channels.


1. Professionals in the IDT field are expected to stay
current in areas such as learning, instruction,
performance improvement, media, and technology.


2. To stay abreast of changes in the field, scholars and
practitioners read journals, join professional
organizations, attend conferences, and participate in
formal and informal networking activities.


3. The decision to join a professional organization or read
a particular journal should be based on whether or not
its mission matches your career goals and interests.


4. The benefits of joining any professional organization
should be weighed against the cost of membership.
Benefits may include journal subscriptions, annual
meetings and conferences, employment assistance,
and networking opportunities.


5. Active participation in online forums and social
networking sites can accelerate the development of
your professional network. Making effective use of
these resources requires a careful examination of
personal cost-benefit.


6. Conferences and exhibitions are learning events. You
should attend with clear learning objectives and plan
in advance how you intend to achieve them.


7. As an educated consumer of information, you should
critically analyze the content of what you read
regardless of where it has been published.
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Chapter 29
E-Learning and Instructional Design


This chapter represents the third time in the last decadethat we have tried to capture a snapshot of a moving
target. What have resulted are adjusted notions about
where instructional designers fit in what we now refer to
as the e-learning landscape. When we wrote our chapter
for the first edition, we argued that instructional designers
could play a critical role in guiding the development of
quality online programs. That has proven true in many
areas, especially at universities. What has changed is the
notion that there is a big divide between learning that is
delivered online and learning that is not.


Although the Internet remains the prime mover, over
the years we have changed the title and, somewhat, the
focus of this chapter from online learning to distributed
learning to e-learning. Not coincidently, each of these is
a less restrictive concept as technology has progressed in
power and ease of use, and research and praxis have con-
tinued to evolve accordingly. Therefore, some of this
chapter revision remains the same, but much is new and
(alas!) transitional. Even in discussing what could clearly
still be limited to fully online learning, our conceptions
have expanded. Virtual communities of practice and the
ubiquitous nature of personal media have impacted all 
but the most recalcitrant educators and administrators.
Convergence, virtual social learning communities, and
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personal technologies are and will be primary drivers of
e-learning. But to focus on the technology alone is to mis-
take the trees for the forest; as with any learning environ-
ment, our efforts must always center on efficiently
achieving learning outcomes, arranging creative and
robust design, working in development and production
teams, and administering workable learning support sys-
tems. Understanding what this means for e-learning today
requires knowing where we’ve been with technology and
distance education, to be sure, but it also requires a kind
of paradigm shift in our approach to learning in the
twenty-first century. This raises many questions: Do we
really have a good handle on the concept and functionali-
ties of e-learning as it exists today? Perhaps more impor-
tantly, do we have the conceptual models to adapt to this
shifting landscape? Have instructional designers managed
to embrace the opportunities we’ve had in the last several
years, or are we headed toward obsolescence? What
changes to the training of instructional designers will be
required by these advances in technology and delivery? In
this chapter, we’ll address the core concepts that will help
to answer these questions, in the process updating con-
cepts that are changing and outlining some of the new
challenges that exist in this exciting environment today
and may appear in the future.


281


J. V. Dempsey
University of South Alabama


Richard N. Van Eck
University of North Dakota








282 SECTION VIII New Directions in Instructional Design and Technology


What Is E-Learning?
Over the last several years, e-learning has emerged as a
broad term that encompasses all learning involving tech-
nology in any way whatsoever. It differs slightly from
distributed learning, which connotes learning experiences
that use a variety of means, including technology, to enable
learning. In practical usage, however, this distinction has
become largely unimportant. This is because learning
technology has evolved so quickly that it has outstripped
our ability to modify or maintain existing definitions. For
years, we have attempted to separate learning by modality
(computer-based instruction, multimedia, blended and
online learning), by geography (distance vs. face-to-face),
and by time (synchronous vs. asynchronous). We had
some success with this initially, but the pace of change
since the 00s has quickly made a mockery of such distinc-
tions. What was once merely “online” became hybrid (syn-
chronous and asynchronous in the same course), blended
(face-to-face mixed with distance students), and blended
hybrid. Where online once meant asynchronous text, some
images and a rare video have become a wonderful (if
sometimes chaotic) mix of video, audio, animation, and
interactivity.


Distinctions such as hybrid, blended, and distance
learning have themselves been made largely irrelevant by
the advances in technology, not just in its power but also in
ease of use. Consider further the terms online learning,
Web-based instruction, and distance learning, all of which
are often used interchangeably. Learners today may inter-
act synchronously, asynchronously, or both within a given
course. Learners may interact with each other, with a
learning management system (LMS), or both, and may do
so from the same or different geographic locations. These
instructional experiences may be facilitated by cell
phones, iPods, phone systems, dedicated audiovisual sites,
LMS systems, multimedia computing, or the Web. Instruc-
tion and learning may be formal and intentional (e.g.,
designed learning experiences such as courses or training
seminars), or informal (e.g., social computing and net-
working), or even entirely incidental (e.g., noneducational
computer games). Where, once upon a time, we might
have had instruction that combined two or three of these
features/aspects, e-learning today may combine any or all
of them, do so at a moment’s notice, and add or drop them
as dictated by the needs of the moment.


Because technology is so much more powerful, easier
to use, and prevalent, we have been able to mix and match
content, media, instructional methods, and modalities in
the same way we had once hoped to combine learning
objects. Combined with instructional design research and
the rich laboratory of e-learning in higher education and
corporate training today, this increase in power and its ease


of use has led to highly effective learning that has proven
to be every bit as effective as prior learning modalities and
approaches (U.S. Department of Education, 2009). As the
distinctions between asynchronous or synchronous and
face-to-face or distance have faded, so has the need for
their definitions and labels faded. Learning is learning, and
e-learning simply involves electronic technology in what
was once referred to as a transmission/reception/feedback
cycle. The implications of convergence of time, space, and
technology extend far beyond evolving learning para-
digms and current trends. It is not merely a matter of learn-
ing about new technologies. Convergence of e-learning
has produced a profound need for us to reinterpret our
views of instructional design and our professional compe-
tence as instructional designers.


Analysis of Learning Outcomes
The richest learning experiences are those that go beyond
simple acquisition of knowledge. As Merrill (1997) and
others have suggested, information is not instruction. The
most useful conceptual frameworks in instructional
design, such as the Nine Events of Instruction (Gagné,
1985) and the ARCS model (Keller, 1983) are as appro-
priate for e-learning as they are for other functional
architectures. Neither Gagné’s Nine Events of Instruc-
tion nor Keller’s ARCS model limits the nature of the
instructional or motivational strategies. Rather, these
models provide a framework by which instructional
designers can actively approach course topics in inten-
tional learning environments.


Usually the instructional designer’s job is to arrange for
intentional learning outcomes. Basic instructional design
skills expected in the marketplace are the ability to use tax-
onomies of learning outcomes such as Bloom’s (1956) or
Gagné’s (1985) and to conduct an analysis to achieve
intentional learning outcomes. The methodology required
for classifying learning outcomes and conducting learning
or instructional analysis is well established and taught in a
number of the leading instructional design texts in our
field, as are other basic skills such as learner analysis,
criterion-referenced assessment, and formative evaluation
of instructional materials.


Yet e-learning environments are delightfully saturated
with opportunities for informal or incidental learning out-
comes, which are often underemphasized in formal IDT
instruction. More than any other medium so far, the Inter-
net allows for serendipity in acquiring or expanding
knowledge. For instructional designers, this may be 
e-learning’s most powerful and uncultivated feature. With-
out question, incidental learning on the Internet is a rich
area for systematic exploration and research by university
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faculty, corporate R&D groups, and graduate students.
What we learn parenthetically is often the spark that fires
a burning interest in more sustained learning activities.
Conceptual approaches such as constructivism and situ-
ated learning address incidental learning more steadfastly
than what some individuals refer to as “objectivist” learn-
ing approaches, such as the Dick and Carey model (1990).
But while it, therefore, seems logical that instructional
designers should use such conceptual approaches to sys-
tematically design for both intentional and unintentional
learning outcomes when generating e-learning environ-
ments, many educators already believe instructional
design is too cumbersome to be practical for intentional
learning, let alone incidental learning.


Perhaps because of influences such as Gagné’s neobe-
haviorist taxonomical approach to classifying learning out-
comes, some educators (e.g., Gillespie, 1998) dismiss
systematic design of instruction out of hand. In our view,
this may be due to a lack of understanding of the origins
and possible uses of these models. Learning to understand
and incorporate instructional design models “ain’t as easy
as it looks.” Instructional design professors will tell you
quite candidly that even certain alumni of ID graduate pro-
grams cannot reliably conduct instructional analyses of
intentional learning outcomes. Most of our instructional
design models emphasize analytical procedures that are
technically challenging to acquire. Although we believe
learning to use traditional instructional analysis approaches
is an important part of an instructional designer’s educa-
tion, it is unrealistic to expect that nonpractitioners will be
able to apply any but the least cumbersome approaches to
learning analysis. The speed at which e-learning materials
must be created and the lack of training of many course
developers or instructors simply won’t allow it. While it
would be ideal to ensure that instructional designers who
all share the same competencies are hired for all course
development, we must acknowledge that this will never be
possible and that there is a need for alternative approaches
and heuristics for those on the front line of e-learning.


One alternative to using the more abstract taxonomies
of instructional design can be found in integrated frame-
works that consider our outcomes in a more general
sense. By this we have in mind something more in the
nature of a folk taxonomy (no relation to folksonomy
tags), like one used in an indigenous culture to classify,
say, plants or ceramics. Rather than considering taxo-
nomic levels as discrete, decontextualized learning out-
comes, we can consider them from the perspective of
situated learning and authentic contexts. This is, after all,
how we humans view the world around us: by relying on
experience and real-world knowledge. Of course, this is
what also gets us in trouble as domain novices, as when
beginning physics students rely on imagined experience


rather than Newton’s laws when dealing with issues of
force and motion.


For instance, the elemental learning approach
(Dempsey, 2010) is a more integrated alternative to using
formal taxonomies for design and assessment of learning
outcomes. The model, based on learning analysis and
direct measurement of learning, is iterative, as opposed to
a front-end-only approach. It differentiates between ele-
mental learning (actual and simulated elements) and syn-
thetic learning outcomes (usually decontextualized
procedures, concepts, and knowledge). In other words,
actual and simulated elements involve (assessing or learn-
ing) a real-life task or a simulation of that task. Synthetic
learning outcomes do not. Influenced by the notion of folk
taxonomies in biology and anthropology as well as
Bruner’s (1960) spiral curriculum, this model gives pri-
mary consideration to elemental learning (actual or simu-
lated real-life) outcomes and integrates synthetic learning
outcomes (procedures, concepts, related knowledge) in a
naturally occurring iterative process. This model also
allows for an easier use of the uncanny intuition that cre-
ative content experts often demonstrate. Simpler, more
immediate models of instructional design and learning
analysis that concentrate on what occurs in the “real
world” will continue to proliferate in e-learning until a few
of them stick.


Functional Architectures
The relationship of learning to instructional design has not
changed; we use instructional design to create learning
environments and products. The processes or functional
architectures involved in our work, however, are changing
rapidly as a result of technology and its impact on human
cognition and interaction. By functional architecture, we
mean the various functional entities and components
involved in an instructional system and the collaborations
and interactions among them. Many of these are most cer-
tainly influenced by new technologies, but it is the means
by which these technologies promote new ways of think-
ing and interacting that are perhaps the most significant.
We argue that it is necessary to understand and embrace
changes in the functional architectures of instructional
design, not just the technologies themselves, if we are to
continue to play a meaningful role in the future of learning.


The biggest swing in the last few years is the strength
of community and the use of social learning technologies
for purposeful learning activities. The scenario of the soli-
tary student working alone at her computer late into the
night with little or no contact with her peers still exists, but
many current and future learning systems will emphasize
shared experience features. Designers have only to look at
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the meteoric rise of social learning tools such as Facebook
and Twitter toward the end of the last decade to see how
the convergence of these technologies and with e-learning
experiences means we are not just “adding” technology;
we are changing the very nature of the learning
experience—the functional architecture of learning.


If constructivism has one true champion in circumstance,
it is the shared construction of learning assignments—an
inherently social activity. Many e-learning designers are
coming to see the information they incorporate as a product
along a continuum of permanence (a textbook, an e-book, a
wiki, a Web conference, a mash-up). Likewise, e-learning is
a process of a learning group in action among an increasing
array of learning options and shared experiences. More fre-
quent instances of instructional designs with learners as
designer teams, peer tutoring, and other collaborative
designs indicate that this emphasis on product and process
may be one of the unanticipated strengths of e-learning.
Participation and creativity not available in conventional
classes are becoming commonplace in well-designed online
environments. Properly structured group guidelines, such as
those suggested early on by Palloff and Pratt (1999, p. 115),
describe how teams are structured and led, what authority
the team leader has, what responsibilities other members of
the team assume, how team projects are graded, and the role
of the instructor in arbitration. These are the rules of the
social game. These make learning communities eminently
viable, and instructional designers will need to understand
these and other changes in functional architecture if they
wish to remain viable themselves.


Technics1


The functional architectures of e-learning also require us
to change our conceptualizations regarding learning
technologies as “mere media” modes of delivery or com-
ponents of our courses. While our field has studied the role
that technology plays in supporting cognition and learn-
ing, our terminology is probably insufficient to capture the
complexity of technology, instructional design, and cogni-
tion that makes up e-learning. So, at the risk of introduc-
ing even more technical jargon into our field, let’s call the
unique learning tactics made available by e-learning
technologies “technics.” Instructional technics, then, are
activities or tactics that use technology designed or
selected to attain specific learning outcomes. They are
influenced or driven by instructional strategies and, in
some cases, the need for cost reductions. They are the new


tools in our instructional design toolbox, to be early
adopted or retired as obsolete as the organizational needs
evolve. Technics are not strategic in the sense of the “big
picture” of what or when to teach or learn to achieve ele-
mental learning outcomes. They vary by circumstance and
media.


Instructional technics could include any combination
of on-campus lectures, computer-based training modules,
online seminars, reference websites, e-books, DVDs,
threaded discussions, videoconferences, weblogs, simula-
tions, performance support systems, and numerous other
elements by which learning is accomplished. E-learning
can likewise be synchronous (takes place “in real time”),
asynchronous, (does not take place “in real time”) or a
mixture of both. As such, technics allow us to conceptual-
ize (and design) instruction based on learning outcomes,
“cognitively relevant characteristics” of media, the types
of learners, the environment, and whatever constraints are
present technically or in the organizational culture.


We observed in earlier version of this chapter that tech-
nological changes in e-learning systems were the equiva-
lent of the silent movie era of technological change. Just as
sound was inevitable in motion pictures, richer media and
more smoothly running delivery systems with few band-
width limitations have become a staple of e-learning sys-
tems. In continuing the metaphor, we are moving from
silent movies to “talkies,” or perhaps even jumping ahead
to 3-D movies like Avatar. The technology for video and
audio conferencing once used as a matter of course only by
early-adopter opinion leaders is now so commonplace that
we see ads for it on television and virtually every higher
education institution has some means of supporting syn-
chronous communication in e-learning. Like the corre-
sponding move to audio from silent films, technics using
these new technologies (e.g., gesture-based computing or
visual data analysis) are commonplace and maturing.


Technics vs. Trucks


Almost thirty years ago, Clark (1983) famously argued
that media “do not influence student achievement any
more than the truck that delivers our groceries causes
changes in our nutrition” (p. 446). This is often referred to
as the “mere vehicle” argument. As far as it goes, this line
of reasoning is hard to refute in statistical comparisons.2


The logical assumption is that learning is “delivered” to
learners (the method) and that the delivery vehicle itself


1Technics here is used in a more modern context than that experienced by
Lewis Mumford but is similar in that technology is viewed as “that part
of human activity wherein . . . man controls and directs the forces of
nature for his own purposes.” (1952, p. 15)


2The outcomes of many comparative media-type and distance education
studies have in the past generally resulted in no significant differences
(Russell, 2001), although a huge U.S. Department of Education meta-
analysis on which Clark was an advisor found that, on average, students
in online and blended learning conditions performed better than those
receiving face-to-face instruction (U.S. Department of Education, 2009).
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(the medium) is not particularly important. In his equally
famous response, Kozma argued that “media are distin-
guished by cognitively relevant characteristics of their
technologies, symbol systems, and processing capabili-
ties” (1991, p. 179) and,


Clark creates an unnecessary schism between medium and
method. Medium and method have a more integral relation-
ship; both are part of the design. Within a particular design,
the medium enables and constrains the method; the method
draws on and instantiates the capabilities of the medium.
(1991, p. 205)


It is perhaps easier to see the logic of this stance when
considering more advanced media such as video games.
While many have argued that games promote problem
solving, closer inspection of different types of gameplay
and different types of problems makes it clear that some
gameplay types will be better for certain kinds of problems
than others (e.g., Hung & Van Eck, 2010). The take away
from this stimulating academic argument reinforces (for
us) that not all aspects of a designed e-learning environ-
ment are statistically important but are instead components
of the design. Artful design incorporates prior knowledge
in a way that transcends controlled experiments. More and
more instruction is not “delivered” or even intentionally
designed. We learn attitudes from role models who may be
clueless of their effect on us; we acquire incidental learning
outcomes by interacting with entertainment media, and so
forth. Design of any sort has the function of creating order.
Instructional design at its best simply creates order in the
sense of creating a rich environment where learning can
take place. Good design does not presuppose a highly con-
trolled delivery method that is quantitatively measurable in
short-term learning outcomes. Method (delivered, con-
structed, or incidental) and media shape learning outcomes,
but neither has an exclusive license to influence long-term
learning within a rich, well-designed environment.


This distinction becomes particularly important as we
continue to shift away from instructional design as a
means of creating instruction and toward the design of
learning experiences within which learners are themselves
architects of their own learning experiences. While our
models and core tenets remain relevant in the design of e-
learning, how we think about outcomes, objectives, media,
and the learning experience itself must evolve. So what
would this look like in practice?


Functional Architecture, Technics, 
and Elemental Learning
Combining the concepts of functional architecture, tech-
nics, and elemental and synthetic learning outcomes pro-
vides a road map for designing the kinds of e-learning


environments that reflect current conceptions of learning
as a constructed experience. Focusing on authentic, con-
textualized tasks as they occur in the real world (elemen-
tal outcomes) accomplishes several things. It helps us
design cohesive, meaningful, and complex e-learning
environments rather than contextually sterile and simplis-
tic learning containers. This is not an entirely new
approach within instructional design, of course; we have
always begun with the real-world learning outcomes in
mind. But it does allow a new way of conceptualizing the
learning environment as the dynamic interaction of the
learner and the world in which knowledge will be applied.
It is no longer a matter of thinking about how to bring the
real world into the instructional environment; we must
design environments that seamlessly support connections
to the outside world.


Likewise, it is preferable to think of e-learning tech-
nologies not as a platform (e.g., a learning management
system) but as parts of a functional architecture combining
technics in designed experiences that support learners’
reception or (preferably) construction of knowledge,
skills, and attitudes. We IDT folk are not providers of tech-
nology tools but designers of environments that allow for
the use of technology in intended and unintended ways,
including the important functions of assessing and docu-
menting evidence of learning. There is a tendency to “stake
out” the territory our learners cover by defining the plat-
form, time, place, and tools learners will use. This makes
our e-learning environments more artificial, less flexible,
less relevant, and less long-lived. That strongly reinforces
the “mere vehicle” argument, or in some cases, can even
diminish learning outcomes.


Rather than making assumptions about all online learn-
ers (e.g., they cannot attend campus classes and find syn-
chronous learning too difficult), we should be selecting
technics (and allowing learners to do so) to create rich,
flexible environments that reflect elemental outcomes,
support synthetic outcomes, and provide connections to
the world outside the e-learning environment. If the learn-
ing outcomes require interaction, synchronous sessions
via audiovisual conferencing and in-person attendance can
be specified but also recorded for later viewing via Web,
iPod, or cell phone playback. Where collaboration is
needed, learners should be able to self-select from a
variety of tools such as instant messaging, texting, wikis,
and conferencing technology. Where interaction in real-
world environments is important, Web conferencing tools
and virtual worlds should be available for discussion,
meetings where presence is desirable, or role-playing. Cer-
tainly, the proliferation of all of these technologies con-
tributes to anxiety for learners and instructors. The bottom
line is to consider the learning outcomes possible (inten-
tional and informal) along with the affordances of various
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technology combinations and then create an instructional
design that takes advantage of these factors in an artful,
flexible, and theoretically appropriate fashion.


The Field of Instructional Design 
and E-Learning
Have you ever known an instructor to slap up a soundless,
bulleted PowerPoint, a nonreflective threaded discussion,
and a few reference links into an online course and call it
a learning unit? How about a YouTube video of an instruc-
tor writing on a whiteboard shot from the back of a class-
room? Have you seen university courses or technical
training units that assess primarily by nonsecure multiple
choice quizzes? Most of us instructional designers would
nod “yes” to these questions and mentally shake our heads.
Well, never fear! Accreditors of universities and technical
certification programs have heard from frustrated learners
long enough. Organizations will be forced by accreditation
and certification standards to demonstrate that instructors
and course developers have been certified as competent. In
this respect, accreditation agencies are concomitantly
encouraging what universities who train our professionals
have neglected—certification of instructional designers.


Traditional universities and resident training centers,
predictably, have found themselves vulnerable to direct
competition from private industry in the form of for-profit
universities. At the same time, the demand and reward
structures for instructional designers are increasing. In the
big picture, organizing information and procedures has
become more associated with essential production and less
with “nice to have” service. Thus, designers are seen as
more mission-critical to organizations than in earlier years.


Lamentably, instructional designers have an identity
crisis. For various reasons, our graduate programs, which
tend to teach similar content, are referred to by a myriad of
names—instructional design and development, instruc-
tional systems, instructional technology, instructional psy-
chology, educational technology, learning technology, and
so forth. It is no wonder that nonpractitioners do not know
what we do! A common terminology is instructional
design and technology (connoting both the system of
knowledge and educational software/hardware of popular
parlance). Outside of our immediate field, however, both
industry and academia seem to have accepted the term
“instructional designer” when referring to what most of us
do on the job.3 As the “designer” aspect of our work is


most critical, perhaps the wisdom of the crowd has once
again prevailed. Name recognition for our field is no small
thing.


Our graduate programs, by contrast, often view instruc-
tional design largely from the lens of science. Some are even
changing their names from anything “contaminated” with
the taint of instructional design to signify a more “scientific”
focus on cognitive science, learning science, or organiza-
tional development. This view is contrasted with arguments
that instructional designers should consider themselves as
designers first and find joy in that perspective. One such
argument is creditably presented by Boling and Smith in a
chapter later in this volume where they argue, “Instructional
design is not a science and does not need to cast itself as a
science in order to retain legitimacy; we can position our-
selves within the design tradition and still draw upon scien-
tific principles and processes as needed.” A few programs
with doctoral and master’s program offerings appear to be
pushing the study of the “design” content of our field to the
master’s level. The thinking, presumably, is that master’s
programs should be more “professional” and doctoral
programs more “academic.” Whatever the wisdom of this
perspective, the question emerges, “Why not push profes-
sional training in instructional design to the bachelor’s
level?” Some for-profit universities, at least, now see this
trend and are responding by establishing undergraduate
instructional design programs. Once again, for-profit univer-
sities are a little ahead of more conservative not-for-profit
institutions. Except for the huge variability of standards in
our field, we can see no compelling reason why instructional
designers cannot be trained at the undergraduate level.


Why do many of our programs train entry-level instruc-
tional designers at the graduate level and not the under-
graduate level? A colleague of ours from the field of
sociology posited an explanation using the concepts of
“the Guild” and “the Marketplace.” The Marketplace
demands services of instructional design practitioners in
areas such as e-learning. The Guild (representing faculty
members in instructional design at universities) wants to
make the services as valuable as possible. The Guild
achieves this by insisting that practitioners receive a higher
level of training than may actually be required by certain
segments of the Marketplace. This creates a struggle
between the Guild and the Marketplace that, surprisingly,
the Guild often wins—at least for the short term. The
unspoken corollary of our colleague’s metaphor, however,
is that the Guild must also keep its members relatively
scarce to maintain a higher value. As our field has matured,
“Guilds” have appeared in many universities, increasing
the number of instructional design graduates competing
for higher-paying jobs. As certification is not available, the
training of graduate instructional designers has become
less homogeneous.


3On an acronymic level common to e-learning learning organizations,
IDers (instructional designers) are sufficiently different from ITers (infor-
mation technologists) to avoid confusion. ITers (instructional technolo-
gists) are not.
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An undergraduate degree in instructional design might
be all that is necessary to work in many jobs, such as those
in e-learning. This degree would infer that practitioners
have a basic level of competence in the field. Further, it
could raise the academic standards for graduate-level work
in the area. For those students who choose to pursue an
advanced degree in other fields, it would provide ground-
ing in the principles of instructional design and “spread the
word” that the principles of instructional design are impor-
tant. At least in the United States, it could expand the mis-
sion of undergraduate programs in colleges of education to
include a greater emphasis on lifelong and workplace
learning. One model that we have for this is evidenced in
psychology programs in higher education. A master’s
degree in psychology is often as advertised—a master’s
degree. Graduate students frequently enter these programs
with an undergraduate degree in psychology or are
required to take introductory courses before matriculation.
By contrast, many instructional design master’s programs
fill half of the curriculum with introductory-level courses.
Crammed with fundamental intellectual skills, some of
these introductory courses are difficult. Nevertheless,
being difficult does not equate to being advanced.


What will be important if we are to maintain the integrity
of our field is to establish workable standards for our disci-
pline that recognize the important role of e-learning for the
foreseeable future. Whether we pursue undergraduate
degrees in this field or not, we should certify instructional
designers much as building designers or even interior design-
ers are certified. This is an idea that has been considered for
some time (Bratton, 1991; Dempsey & Rasmussen, 1995).
Certification in certain minimum instructional design and
e-learning skills would at least suggest that an individual
instructional designer has a basic level of competence in the
field. As certification requirements tend to drive professional
schools, certification would also ensure that university
programs do not neglect basic instructional design skills in the
pursuit of the latest fashions in educational psychology.
Although there is little widespread consensus in the field
about standards for certification, there are proposed standards
(e.g., International Board of Standards for Training, Perfor-
mance and Instruction) that could form a starting point for
such certification efforts. Coupling efforts like this with
accreditation requirements of universities and various


professional societies would result in some reliability in the
professional practice of instructional design. Standards and
certification are one of the hallmarks of a rigorous profession,
and we should get serious about these discussions.


Just as it is important for instructional designers to
receive a good basic education in the field, it is critical for
them to continue that education. Those of us who have been
in the field for some time realize the limitations of the
education we received. Developments in technology are
constantly upping the ante. How do we expect our skills to
stay current without continuous retraining? University
instructional design and continuing education unit (CEU)
programs should take on the task of preparing CEU pro-
grams for designers, just as they now do for nurses, lawyers,
classroom teachers, and other professionals. Ideally, a certi-
fication process and recognition of continuing education
would be best, but if a certification movement fails to roll
out (as is likely), a consortium of schools in the field or a
national association could take on the task of certifying, or
at least recognizing, continuing education coursework.


E-learning environments are more complex and more
demanding of skilled instructional designers than ever
before. Ever more complex e-learning systems are appear-
ing at an unprecedented rate and can be mystifying. Times
are good in this field because the field in which we labor is
increasingly difficult to plow. Organizations need the help
of instructional designers that have a good theoretical
background and a designer’s grasp of the use of e-learning
technologies. Instructional designers will always be a
high-cost item to an organization. If instructional design-
ers are not seen as essential to the e-learning development
process, we will see decreases in demand and remunera-
tion that will threaten the continued existence, or at least
squash the potential, of our field.


Pelton (1996) theorized that newer fields of study go
through a ritualistic process whereby the new discipline is
viewed with contempt, then skepticism, then grudging
acceptance, and finally anointment. Partially as a result of
e-learning, instructional design is at the grudging accept-
ance stage. Whether or not we reach the stage of anoint-
ment that fields such as computer science have attained
depends not only on our ability to more firmly establish
our competence and professional identity but also how we
adapt to change.


Summary of Key Principles


1. E-learning has emerged as a broad term that
encompasses all learning involving technology in
any way whatsoever. Distinctions such as hybrid,


blended, and distance learning have been made
largely irrelevant by the advances in technology, not
just in its power, but also in ease of use. To a certain
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Application Questions


1. If you were to design an undergraduate program in
IDT, describe how you would reconceptualize the
curriculum. What would move from the master’s
level down to the undergraduate level? How and
where would certification come into play? How
would master’s degree work differ? What would be
the relationship between master’s and doctoral
programs?


2. If you were to design an introductory IDT course for
an e-learning format, how would you decide which
technics to include? Use the terminology and
concepts discussed in this chapter (e.g., elemental 
vs. synthetic learning outcomes, selection of
technics), and consider what it might mean to design
functional architectures and select appropriate
technics for learners vs. designing to allow learners
to do so for themselves. What impact might that
have on the design process?


3. Assume you have been told to design a “Twenty-
First-Century Learning Course” that incorporates the
full range of technics and technologies that are used
today (social networking, collaboration, Facebook,
etc.). What are the key characteristics for which you


would design, and how would you design for
intentional vs. unintentional learning?


4. Assume you have been hired as a consulting
instructional designer to help an international
corporation set up a virtual training network. Describe
what steps you would take and what questions you
would ask in evaluating the feasibility of this network
and in developing your proposed system.


5. Using the Internet, find ten examples of distributed
learning. Try to find examples of each of the following
(one example may fit within several of the categories):
a. Corporate distributed learning
b. Academic distributed learning
c. Distributed resource support
d. Hybrid classes
e. Virtual classes
f. Distributed learning based at physical locations
g. Distributed learning via virtual institutions
h. For-profit distributed learning
i. Free distributed learning
j. Skills-based training (e.g., computer skills training)
k. Knowledge-based learning (e.g., World War II his-


tory, introduction to psychology, etc.)


J. V. (Jack) Dempsey is Director of Electronic Learning
and Professor of Instructional Design and Development at
the University of South Alabama.


Richard N. Van Eck is Associate Professor and Graduate
Director of the Instructional Design and Technology pro-
gram at the University of North Dakota.


extent, this also makes distinctions of time
(synchronous, asynchronous), place, and platform
mode (e.g., mobile, Web, face-to-face) less relevant.


2. E-learning is characterized by two phenomena:
(a) functional architectures that employ various
collaborative or interactive functional entities and
components and (b) technics that use technology
designed or selected to reach learning outcomes.


3. Concentrating on elemental learning outcomes
encourages a simpler, integrated, and iterative
approach to learning analysis and assessment that
helps guide the use of media, platform, location,
and time. While it is very important to analyze the
learning outcomes of both intentional and incidental


learning, traditional instructional analysis techniques
are cumbersome.


4. Neither media nor method (delivered,
constructed, or incidental) exclusively influences
long-term learning within a well-designed 
e-learning environment. Instructional design, like
all design, has the function of creating order.


5. Establishing uniform professional standards 
or certification of instructional design and 
e-learning proficiency could strengthen the
discipline and provide increased credibility. We
predict a growth of undergraduate and certificate
instructional design programs that will need even
more support to maintain the integrity of our field.
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Chapter 30
Learning Objects


Susan Smith Nash
American Association 
of Petroleum Geologists


Learning objects are many things to many people. In avery general sense, a learning object is anything that
can be used for educational purposes. A book or a display
could be seen as a learning object. However, the term has
come to be attached to digital objects which are used in a
digital framework. In the past, the framework tended to be
used in computer-based training and education, but now,
the applications center around e-learning, which includes
various forms of mobile learning. Learning objects have
come to form the core of many online learning programs,
to the point that online courses can be developed from
basic frameworks or templates that are populated by the
learning objects that have been either custom-built or
imported from outside sources.


Instructional designers and course developers have
supported the use of learning objects when constructing
online courses (Wilhelm & Wilde, 2005). For them, the
ability to “gather and reuse digital, self-contained
‘chunks’ of learning in different contexts and to fashion
them in a coherent course structure is intriguing”
(Wilhelm & Wilde, 2005, pp. 65–66). As such, learning
objects are building blocks of highly effective instruction,
and they allow instructional designers to produce courses,
assessments, and other instructional materials in a way
that is flexible, responsive to the needs of the students and
the institution. Under ideal circumstances, course devel-
opment using learning objects can be affordable, and
quick. They allow an online course to be a “living


document”—easily modified and updated to meet chang-
ing needs (Alonso, et al., 2008). Further, in an environment
where course development consists of a team of instruc-
tional designers, subject-matter experts, course writers,
and instructional technologists often working in different
locations throughout the world, learning objects make it
easy to collaborate because content can be shared,
replaced, modified, and reused.


Why Do We Call Them “Objects”?
The idea of the “learning object” came from “object-
oriented” computing, where programmers found that the
best way to develop software programs ranging from rela-
tional databases to interactive websites was to build them
from small, reusable chunks of code, which are referred to
as “objects.” The smallest chunks, or objects, were consid-
ered to be “fine-grained,” and one of the key concerns of
programmers is to make sure that the digital objects
achieved the right level of “granularity.” In their opinion, the
smaller the chunks, the better (Churchill, 2007). If they were
fined-grained, they could be used in many different places,
in programs that seemingly had nothing in common.


To visualize the way that the object-oriented approach
to programming worked, it has become common to relate
them to LEGO(™) building blocks. LEGO(™) building
blocks are of standard shape and size, and designed to be
interchangeable, stackable, and small enough to create a
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wide variety of structures or “builds.” LEGOs can be easily
disassembled, and clusters of individual units can be pre-
served and snapped into a new structure, for a customized
look and increased functionality. For example, you might
build a replica of a castle that has turrets and a drawbridge.
You could save the turret and use it later for a model restau-
rant that has a turret. The drawbridge could be removed
from the castle scene and reused in a model park. The pos-
sibilities are infinite.


Likewise, an online Introduction to Psychology course
might have a video about Pavlov’s famous experiments
with his dogs that drooled. That video could be considered
a learning object and it could be used later in a consumer
behavior course about people who are conditioned to react
to certain stimuli.


By this description, one might start to think that learn-
ing objects have to be fairly complex. Thankfully, that is
not the case. A learning object could be as simple as a quiz
or a still photo of a person (a photograph of Pavlov’s dog
or of Pavlov himself).


What’s wrong with big learning objects? Some might
point out that learning objects can be massive and self-
contained. For example, a course built around hour-long
streaming media lectures could be considered to be using
large learning objects. Is it a good idea to build a course out
of huge chunks? For example, why not just go to an Open-
Courseware project, such as that at MIT (http://ocw.mit
.edu), and integrate in the taped classroom lectures?


The major problem is that they are not modifiable, and
are not easily incorporated within a course’s unique out-
comes and learning objectives. The same could be said of
some simulations and serious games. If they are not modi-
fiable, and have been used in their entirety as the core
course content, they are unwieldy. They become out of date
very quickly, and are often culturally non-transportable.


A design team may be faced with the challenge of uti-
lizing canned videos or a long animated presentation
where a professor works a series of math problems. If the
video goes on for an hour or so without any opportunity for
application, practice, or interaction, such learning objects
should be avoided at all costs. Instead, use short snippets
and intersperse them with interactive tasks and peer or col-
laborative learning community activities.


Incorporating Learning Objects 
as Building Blocks in E-Learning
Development
With learning objects, small is beautiful. Like LEGO(™)


pieces, small, interchangeable pieces can be used to make
very unique structure. When one starts to incorporate
learning objects, there are few guidelines to follow that


will enable designers and developers to work together to
build e-learning courses in a quick, efficient, cost-effective
manner that is, above all, focused on creating and main-
taining a learning environment, with measurable outcomes
and success (Nurmi & Jaakkola, 2006).


Step-by-Step Implementation


Ideally, the design team in charge of putting together an
online program or series of courses starts at the beginning,
rather than trying to retrofit an existing course. The fol-
lowing “must-haves” should be in place when starting the
design process: course description, course outcomes,
learning objectives, course text (core content), assessment
strategy, profile of the e-learners, and an inventory of
potential learning objects that span a range of forms and
functions. Learning object inventories can be acquired
from learning object repositories or built by programmers.
In either case, one should identify the types of learning
objects to incorporate and make sure to keep a sufficient
variety in order to accommodate diverse learning styles
and cultural sensitivities.


Interchangeable Parts


When designing a template or course design document, it
is important to think of where the learning objects will be
plugged in. The key considerations are (a) learning objec-
tives, (b) mapping learning objectives to learning object
functions, and (c) seamless integration with course
content.


Customizable


Even as the learning objects appear to be small chunks of
code that can’t be altered, the reality is that with forms,
quizzes, diagrams, and other script-based materials that
accept learner interaction and input, it is possible to mod-
ify and customize the learning objects. The modifications
should be functional rather than decorative, and they
should always support learning objectives. Ideally, they
could be accompanied with a measurable activity and/or
outcome assessment.


Standardizable


Standardization can refer to the course design and the
instructional strategy. At the same time, standardization of
the learning objects can help create a unified presence,
with a predictable look, feel, and operation. There are dis-
tinct advantages to standardization of learning objects
within a curriculum or set of courses. Not only do learners
develop a sense of comfort and competence, the instruc-
tors and supporting designers find it easier to communicate
about revisions and expansions.




http://ocw.mit.edu



http://ocw.mit.edu
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Template-Friendly


Using templates and other standardized design documents
will allow designers and developers plan where to use and
reuse learning objects.


Accommodate Learning Styles


Each group of e-learners will have a unique profile, and
they will tend to prefer certain learning styles over others.
Learning objects can allow one to build in flexibility, so
that the learner can select the activity or modality that best
aligns with his or her own style. For example, including
audio (mp3 files), video, interactive quizzes, charts,
graphs, and other graphical depictions of content and con-
cept can provide visual and auditory learners with oppor-
tunities to engage with the material. Similarly, a virtual
world or simulation will allow experiential or kinesthetic
learners the opportunity to relate the virtual environment
to real, tactile environments.


As mentioned before, the concept of object allows
quick understanding and adoption in distributed teams.
Objects can be classified and categorized. They can be
filed, sorted, housed, accessed, retrieved, and shared
(Nurmi & Jaakkola, 2006).


All the filing and retrieving functions are made easier
when developers and users adhere to uniform classifica-
tion schemes. Some attempts have been made to classify
the objects, and several repository initiatives have
resulted in large numbers of objects, or course compo-
nents, which are available to the public. Access to many
of the repositories is free, while others are available with
the purchase of a textbook resource, or subscription in a
program.


Although many have advocated the development of
standardized coding, classifying, and meta-tagging, the
reality is that object classification has remained a subjec-
tive task, and it has largely taken the same direction as
other digital repositories such as YouTube (video) and
Flickr (images). People create their own tags, their own
key words, and even their own spelling. As a result, the
same strategies one might use for searching for a video or
an image can be used to search the learning object reposi-
tories. Search engines such as Google, Bing, and Ask.com
can be effective. Also, searching blogs through a service
such as Technorati.com will help identify new repositories
of learning objects.


Characteristics of Learning Objects
The most desirable attributes of learning objects are their
key characteristics. Learning objects have the following
attributes:


Interchangeable


An instructional designer or course developer should be
able to retrieve an object and place it within his or her
course seamlessly and without problems. If that particular
learning object does not work, he or she can replace it eas-
ily. For example, a course on wind energy may have an
interactive application that allows the user to calculate how
much energy is generated by a turbine on a windy day. The
developer obtained it from a Department of Energy site
that contains applications one can either link to or embed
in one’s own site. If the course learning objectives change,
the developer can remove that particular application and
replace it with a different one—either from the Depart-
ment of Energy’s repository or from another source.


Learning efficacy. In this case, the object is useful,
and it also engages students and creates conditions of
learning by capturing their interest (Gagné, 1985).


Flexible


A good learning object has multiple uses. For example, a
script that allows you to do a quick poll of students can
allow the instructor to find out where problems may exist
in terms of comprehension or interest. An excellent learn-
ing object will allow the instructor to customize it, and cre-
ate questions and options for answers. An example of a
free polling application can be found at Zoho poll. Numer-
ous shareware applications exist as well.


Learning efficacy. The advantage to flexibility is that
it motivates students because their specific needs are
addressed. They are encouraged to have a voice and share
their opinions, and thus feel a sense of affirmation and
affiliation (MacClelland, 1961).


Cross-Platform Compatibility 
and Interoperability


Good LOs do not require complicated plug-ins, and will
work on many different platforms and with different oper-
ating systems. It should not matter what version of
Windows you are using, or if you’re using a Mac, or even
a mobile device (cell phone). If Web-based, they should
work equally well with different browsers (Safari, Internet
Explorer, Firefox, Opera, etc.).


Learning efficacy. By being able to adjust to the learn-
ers’ preferred technologies and computer application
habits, one can reinforce a sense of mastery and confi-
dence in the technology. Learners are not having to over-
come emotional resistance to a new technology, and they
are able to use the systems they like and trust. Further, it
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allows learners to maximize their investment in hardware
and software if they do not have to change computers
every time their educational program has an update.


Reusable


Perhaps the learning object the developer is using was free.
Perhaps it was not, and she had to buy the diagrams, inter-
active objects, videos, quizzes, and other materials. In
either case, it is nice to be able to use it more than one time,
particularly if the object is customizable, and can be used
in developing an entire curriculum. For example, a course
on environmental science may have diagrams of food webs
for different ecosystems. A good, reusable learning object
would allow the developer to plug in different elements in
the parts of the food web and to customize it for each
ecosystem. Then, the developer could use the object in the
course multiple times. Then, that same learning object
could be used in other courses, such as biology, zoology,
earth sciences, and even more specialized courses such as
forestry, renewable energy, and water management.


Another example could involve interactive quizzes. The
same interactive quiz form could be customized for each
course within a curriculum. The content would be unique,
while the form and function would stay the same. As a
result, the quiz could create a sense of continuity and uni-
formity, which helps with branding as well as a sense of
predictability and confidence—for instructors as well as
learners.


Learning efficacy. Reusing performative learning
objects such as quizzes and assessments helps build
learner self-confidence, and gives them a belief in their
own ability to succeed. The first time they use the perfor-
mative learning object, they may feel trepidation, even
anxiety, but once they master the task, they will approach
new ones with confidence. They will be more likely to suc-
ceed, and will have a higher rate of persistence, and course
completion.


Sharable without Violating Copyrights


Some learning objects are available for free use, if one
does not resell them or use them commercially. Most
repositories will ask that the user provide a link, acknowl-
edgment, and a brief description of the source.


One indication of what is required in order to use the
learning object is whether or not there is a “Creative Com-
mons” license at the bottom of the page. If there is, the
material is subject to whatever level of copyright protec-
tion the author has selected.


Other repositories are commercial and it is absolutely
prohibited to share them. For example, many textbook
publishers such as Cengage, McGraw-Hill, and Pearson


have large inventories of learning objects that correspond
with courses built around certain textbooks. Designers
may obtain access to the materials if they require the text-
book in their courses. The learning objects may be
accessed by the individual e-learner who purchases a code
along with the textbook.


Learning efficacy. Having a variety of learning objects
helps keep students engaged and motivated. Access to
extensive repositories of sharable objects makes it easier
for instructional designers and instructors to develop effec-
tive, dynamic courses.


What Do Learning Objects Look Like?
The developer or instructional designer who visits a learn-
ing object repository quickly finds that learning objects
come in all shapes and sizes. Some so-called learning
objects are not objects at all; they are entire courses. While
a designer may be able to customize them enough to use
them for their own purposes, the truth is that such
unwieldy objects are not really representative of the best
practices or uses of objects.


Types of Learning Objects


Most learning objects with good granularity, which
enables interchangeability and reusability, will fall into
one of several broad categories. While there are no official
ontologies of learning objects, designers who mentally
connect the learning objectives of their course and map
them to types of objects will find their task to be made infi-
nitely more manageable with the use of learning objects.
Thinking of types of learning objects in terms of Bloom’s
taxonomy can be a good way to determine which ones will
be most effective in a certain instructional setting, and in
view of Bloom’s taxonomy. Table 30.1 can help determine
learning object “best fits” within a course.


Presentation object. Transmits specific content and
subject matter (e.g., diagram or an instructional sequence).
Presentation objects are excellent ways to help students
identify and describe.


Practice object. Skill and drill, with feedback to allow
practice of a procedure (e.g., using a tool to measure some-
thing). Practice objects encourage students to apply
knowledge. They can also collaborate and review each
other’s procedures, thus evaluate competing procedures.


Simulation object. This is generally a real-life
process or activity (e.g., flight simulator). Simulation
objects allow application of the concept. In addition, it is
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TABLE 30.1 Various types of learning objects correspond to categories within Bloom’s taxonomy


Knowledge Comprehension Application Analysis Evaluation


Presentation object X X X


Practice object X X X X


Simulation object X X


Conceptual model X X X


Information object X X


Contextual representation X X X


Narrative object X X


possible to analyze and critique one’s own understanding
of the process, and to evaluate the results of certain deci-
sions or actions.


Conceptual model. Complex representation of a core
concept or subject matter (e.g., diagram of an ecosystem).
Conceptual models—identify, describe, evaluate, list ele-
ments, discuss relationships, and posit connections.


Information object. Information organized in a sys-
tematic way (e.g., types of tornadoes—can change wind-
speed, attributes, and other types will be displayed).
Information objects can be used to identify, describe,
explain functions, classify, or rank.


Contextual representation. Positions the informa-
tion within a real-life scenario (e.g., kinds of lava posi-
tioned within a volcanic eruption or flow). Contextual
representations processes, discuss reactions, propose
mechanisms and explanations, posit multiple working
hypotheses, analyze data.


Narrative object. Often a video or animated presenta-
tion that combines images, synched text, and sometimes
audio to tell a story, illustrate a case study, or to describe
causal changes or sequences. Narrative objects can help
one critically evaluate causality, make connections, syn-
thesize information, critique, create competing/alternative
explanations or narratives, share experience and prior
knowledge, and apply knowledge to current problems.


Best Practices for Using 
Learning Objects
Developing a set of guidelines to follow when using learn-
ing objects when developing an online course will help
you maintain focus and allow you to take advantage of


their flexibility and range of use. The key consideration
when making decisions should always involve course out-
comes and learning objectives, and how you can use learn-
ing objects to help students achieve their learning goals.


Learner-Centered Design 
with Learning Objects


Before developing your course, it is useful to have an idea
of who your audience will be. Who will take the course?
What is their background? Will you have a chance to gain
an idea of their learning preferences, or learning styles? It
is likely that your audience will consist of a blend of indi-
viduals with distinct learning styles. With that in mind,
begin course development by thinking of how best to
accommodate your anticipated learners.


After you’ve mapped learning styles to learning
objects, it is useful to review a checklist of best practices
which are designed to keep the focus on the learning goals,
objectives, and outcomes.


Match Learning Styles 
to Learning Objects


Learners are individuals, and they have unique skill sets,
strengths, and learning preferences. Helping students
understand their own learning styles, and then giving them
the opportunity to match activities to their preferences will
help them, particularly in an online course (Zajac, 2009).


Visual learners. For visual learners, make sure that the
learning objects that you select are colorful, relevant, and well
organized. They should present information in a clear way,
and avoid requiring the learner to split attention between
material that refers to itself (Moreno & Mayer, 2007).


Auditory learners. For auditory learners, it is helpful
to have the opportunity to listen to the course content.
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The learning object would most likely be an mp3 file, and
the form might be a debate, a discussion, or story.


Kinaesthetic learners. For kinaesthetic learners,
physical interaction is key. Make sure that your learning
objects require students to move their bodies, hands,
fingers, and the like and to connect the movements with
something of cognitive relevance. For example, you could
have students use touch screens on their smartphones, or
push certain buttons for certain meaningful tasks.


Visual-auditory hybrid learners. Learning objects
that bring together the visual and the auditory will be very
effective for these learners. For example, for a history
course, you might use a timeline that contains dates,
images, and clickable icons that open audio files in which
a narrator tells the story of what happened at a certain point
in time, and then goes on to explain why it is relevant.


Motivating and Making Connections
with Learning Objects


Why do learning objects help create conditions for learn-
ing? It is not because of some sort of intrinsic quality that
they possess. Instead, it has to do with how they are used.
Basically, an effective learning object makes connections
between the learner and the course content, and creates
bridges to course outcomes. The connections can be of
several sorts; for example, they can forge emotional con-
nections and satisfy the need for affiliation. Or, alterna-
tively, they can help learners make connections between
the course content and their personal experience.


Affective domain: making the students care. A
learning object that captured the learner’s imagination and
made him or her sit up and pay attention has helped create
conditions for learning. The student will pay attention.
Some learning objects can help students feel they’re a part
of a group, and can instill a new level of trust and confi-
dence in oneself and one’s fellow learners.


Organizing tools. One problem that some students
may have in the e-learning environment is making sense of
all the information that is presented to them. How can one
make order of chaos? Learning objects can help students
develop their own classification systems and organizing
principles. In other words, the learning object can help
them develop schemata.


Experiential and problem-based learning. Learning
objects that involve simulations or that result in reflection and
connection to one’s personal experience can provide learners
with a deeper experience than one that stays with simple tasks
like identification and definition. Learning objects can


encourage application of concepts, and higher-level cognitive
tasks such as synthesis, evaluation, and appraisal.


Analysis before deploying the learning objects.
Part of the process of reviewing the course and following
best practices involves a careful analysis of how and where
the learning objects are best deployed in order to make
sure that they always keep the learning objectives in mind.


Establish continuity between learning objects
and assessment. Learning objects and the associated
learner tasks and activities should naturally flow through
to final assessments. Ideally, the learning objects will
allow the e-learner to practice, and then, because the learn-
ing objects within a set of courses are fairly uniform in
look, feel, and function, and they correspond with the final
assessments, the learner will feel a sense of mastery.


Map learning objectives to learning objects. It is
easy to select flashy, “fun” learning objects without con-
sidering the connection to learning objectives and course
outcomes. A poor selection will derail learning, and point
the e-learner in the wrong direction. So, it is important to
constantly monitor one’s decisions and selections.


Foster and active learning environment. Learning
objects that are small, do not take much time on task, and
which encourage interaction are ideal. Ones that engage
the learner’s emotions are also favorable because they cre-
ate the conditions for learning (Gagné, 1985). Big, bulky
learning objects (hour-long videos, for example), may
result in demotivated, passive, and distracted e-learners. It
is better to make sure that each content chunk is followed
by application, interaction, and conversation. Ideally,
social learning environments will be fostered, and learners
will be motivated on a number of fronts (affiliation,
achievement (McClelland, 1961), self-determination, and
self-efficacy (Bandura, 1997).


Use learning objects to build a learning commu-
nity (with learner sharing and interaction).
Highly effective learning objects encourage learners to
exchange ideas, compare and contrast their impressions,
narrate their own experiences, and develop ways of cri-
tiquing, encouraging, and synthesizing their findings
and those of others. They are motivating because they
engage the emotions of the e-learners, forge a sense of
community, and reinforce one’s sense of self and self-
confidence.


Keep cultural flexibility in mind. Some learning
objects are not appropriate in certain cultural contexts.
Other learning objects create bridges between cultures and
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ways of learning, knowing, and thinking. Highly effective
learning objects facilitate learning, and they encourage
individuals to reach across their own sense of difference or
discomfort, and to develop empathy and respect for indi-
viduals or cultures they formerly considered alien. Learn-
ing objects can teach people how to work together.


Tag learning objects for future reuse and
sharing. Sharing learning objects is difficult if design-
ers and developers can’t find them. For that reason, it is
important to assign tags that make sense, and to put at least
four or five meta-tags on each object, then share it via a
social bookmarking service, or within one’s blog or other
Web 2.0 application.


Learning Object Repositories
Many learning objects are created by instructors, teachers,
and faculty members, and they are uploaded into share-
ware and opencourseware repositories where they can be
shared by many. It is a wonderful opportunity to establish
relationships with other instructors, and to learn by
emulation.


What motivates faculty members to share? There are
several motives, all of which are heightened and encour-
aged by current community sites, social networking, and
sharing. Faculty members who have had very positive
experiences with their own courses and the learning
objects they created have a sense of pride. They’d love to
share, not only the object itself, but the enthusiasm and the
joy that comes with creative self-expression.


Faculty members recognize quickly that good learning
objects can encourage students to return to the course, and
to stay with it, where traditional “text and test” approaches
have not. Learners persist, and they experience success,
which can be translated to higher graduation rates and test
scores.


Instructor-generated learning objects may be found in
formal learning object repositories. One of the largest, most
widely known one is the Multimedia Educational Resource
for Learning and Online Teaching (MERLOT) http://www
.merlot.org/merlot/index.htm, which was funded and main-
tained by the California Department of Education.


Other instructor-generated learning objects can be
found in more informal repositories, such as YouTube
(video), Flickr (images), FotoBucket (images), Face-
book (shared presentations, PowerPoints), MySpace,
and other communities (Lorencova, 2008). Wikis and
blogs often have links to archived resources as well.
Often it is necessary to subscribe to the feed, or search
a social bookmarking service such as del.icio.us or
Technorati.com and put in key terms and recognized
meta-tags.


A caveat is in order. The quality of the teacher-
generated objects can be pretty variable. Sometimes the
repository has certain criteria and the learning objects have
to be peer-reviewed before being uploaded into the repos-
itory. This is often not the case.


The peer-reviewed repositories may help narrow one’s
search for high-quality learning objects that correspond to
one’s needs. MERLOT is one such repository, and it has a
set of criteria to assure some level of instructional design
integrity (Brinthaupt, Pilati, and King, King, 2006, p. 241).


Learning object repositories can consist of an individ-
ual’s work, or they can be a place where people can infor-
mally share the materials they have developed. In such
cases, quality can be highly variable. As an instructional
designer or course developer, you’ll need to review the
material carefully. Be sure to match your need with the
learning object itself, and before implementing it, be sure
to check for usability.


For learning object repositories that exercise content
control by means of a review board, committee, or reposi-
tory administrator, the criteria are more clear-cut, and one
can be assured that the material in the repository has been
through at least one review.


Content quality. The material that comprises the
object should be appropriate for the intended audience,
and should present information that is relevant, accurate,
up-to-date, and that allows learners to practice the appli-
cation of newly learned knowledge.


Effectiveness for teaching and learning. The
learning object must effectively transmit knowledge or
help the learner apply new knowledge or skills. Before
adopting the object, be sure to determine its purpose. It is
tempting to adopt a learning object just because it is
trendy, flashy, or otherwise novel. However, to use it just
because it’s visually appealing can be a big mistake. It’s
better to be very clear about the purpose of the material.
After you know what you want to do with it, then be sure
to take a look at the possible range of uses it might have
outside the stated purpose. Can you use it for other activi-
ties? How does the material (the learning object) explain a
specific topic or problem? How does it help the learner
develop solid problem-solving skills? Can it be used to
help develop higher order thinking skills?


Ease of use. Learning objects are not effective if they
are too hard to use, or, if they are too complicated for the
level of user they are intended to serve. When reviewers
evaluate the learning objects for ease of use, they take a
look at the instructions, the complexity of the required
actions, the ease of navigation, and whether or not the
interactive elements are functioning correctly.




http://www.merlot.org/merlot/index.htm
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Future of Learning Objects
The future for learning objects looks very dynamic, as both
mobile devices and the use of social networks and Web
applications allow better collaboration and sharing.


For the educator and the instructional designer, this
means that there will be numerous opportunities to
enhance courses with a wider variety of interactive objects.
It also means that there will be more opportunities to create
and share instructor-built objects. The future will reward
the creative, innovative, and forward-thinking individuals.
Customized and individualized learning will become the
norm, and objects that allow students to move at their own
pace, to incorporate prior knowledge, and to demonstrate
mastery will be in demand. Learning objects that incorpo-
rate adaptive learning will also find wide acceptance. As
learning objects evolve, so will the learning object reposi-
tories. It will be very important for instructors and design-
ers to visit the repositories often and to refresh and update
the content in their courses. For links to excellent reposi-
tories, please visit the textbook’s supplemental website at
http://www.trendsandissues.org.


Change will bring with it changing expectations. Learn-
ers and instructors will expect easy-to-use, high-quality
learning objects. There will be less tolerance for static
“one size fits all” learning.


As mobile devices (smartphones, GPS) are increasingly
used in distance training and education, and social
networking allows sharing across platforms, there will be


an expansion of informal repositories. Not only will the
objects be shared, but also software that allows individuals
to create the objects. For example, certain social network-
ing sites such as Bebo.com contain integrated applications
that users can embed in their pages. The applications can
have educational uses. For example, the application brings
together locations of wind turbine operations with lists of
career schools and community colleges that offer certifi-
cate programs in wind turbine technology.


Other applications can integrate Google maps and images
taken with field research. For example, a learning object
could be built to tag the location of a rock outcrop with its
latitude and longitude, and to spot it on a Google map.


In addition, Web-based polling and quiz applications
allow users to embed code into their own websites and
build a learning module or learning object that has both
learning activities and assessment.


The use of smartphones and mobile devices for train-
ing and education is increasing. As it does so, the demand
for learning objects that can be used with iPhones, Black-
Berries, and other smartphones will increase. Typical
applications will include course content in the form of
videos and audio files, as well as assessment in the form
of quizzes.


Learning applications that incorporate handheld
geographical information systems and GPS coordinates
will be helpful in conducting field work and collecting
data.
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Summary of Key Principles


In this chapter, you’ve learned about learning objects and
their usefulness in developing high-quality online courses.
The advantage of using learning objects is that you can use
a template approach to course development in which you
populate your template with the specific learning objects
needed. Learning to use learning objects effectively can
save time, increase consistency, and facilitate the achieve-
ment of learning objectives. To make best use of learning
objects, it is important to be mindful of how people learn
in an online course, and the best approach to using media
and different assessment strategies.


1. When designing digital instruction, consider how the
effective use of learning objects can lead to more
efficient course development, and a more outcome-
centered learning environment.


2. When using learning objects, focus on maximizing
their interchangeability, reusability, and granularity. It
is often useful to think of learning objects as analogous
to interchangeable building blocks such as LEGOs®.


3. When classifying and organizing learning objects,
consider their function within the learning
environment.


4. When selecting learning objects, consider the
learning styles and preferences of your learners, and
seek to match learning preferences and learning
objects. When possible, provide multiple learning
objects to achieve a single learning objective in order
to accommodate multiple learning styles.


5. Identify the learning objectives of your course, and
analyze how best to achieve outcomes with the
learning objects at your disposal. Do not use learning
objects that distract from learning objectives.


6. Use learning repositories to find learning objects that
help achieve learning goals, motivate learners by
engaging them, make connections to prior
knowledge, and encourage learning community
development by rehumanizing the e-learning space.




http://www.trendsandissues.org







instructional elements and the overall instructional
strategy.


7. Evaluate the efficacy of a learning object by
analyzing how well it meshes with other
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Application Questions


1. Develop a minirepository of learning objects based
on the digital objects you found on the Web and that
corresponds to the learning goals of your course. You
may select your own topic, or choose one from the
list below:
All About Tornadoes
Introduction to Film Noir
Obesity in America
Drugs, Addiction, and Crime
Green Residential Construction


Be sure to include graphics, audio, video, and
animations in your repository, and to classify them


according to function and topic. As you develop your
classification scheme, create meta-tags which will
facilitate searching, labeling, and archiving.


2. In this chapter, the author described best practices
for using learning objects. Which best practices
would you consider most important in developing
courses for companies to use for training employees
in the following areas:
Hazardous material handling
First aid
General safety


Author Information


Susan Smith Nash is Director of Education and Professional
Development at the American Association of Petroleum
Geologists.
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Chapter 31
Networks, Web 2.0, and the Connected Learner


The first decade of this century has seen a global ex-plosion in use and applications of networked tech-
nologies with significant impact on most aspects of
individual, commercial, and social life. Though in most
cases these applications have not been designed for for-
mal educational application, the social appropriation and
application of these technologies have resulted in equally
explosive use of these tools in educational and informal
learning contexts. These tools, conceived in a networked
era often create considerable disruption when inserted
into organizations and institutions founded under older
conceptions of work and social organization. Educa-
tional applications are still largely rooted in textbook
content with economies of scale (mass production, batch
processing of learners, etc.) associated with the industrial
era. However, the actual delivery in both classroom and
online contexts has characteristics and limitations of
even earlier craft production (Daniel, 2010). Students
still meet in small classrooms, directed by teachers, or
online in cohort groups that rarely exceed thirty students.
Thus, introduction of new technologies based on network
production, maintenance, ownership, and persistence
models excites innovators and terrifies laggards.


In this chapter, I overview the technologies and potential
for formal education to appropriate networked technologies
to achieve postcraft and postindustrialized models of provi-
sion that spill beyond formal into informal and lifelong learn-
ing. New technologies require new pedagogies, learning


Terry Anderson
Athabasca University


activities, and roles for teachers and learners. Therefore, I
examine connectivist pedagogy and network and collective
models to frame and guide the application of networked and
so-called Web 2.0 technologies.


Definition of Web 2.0
As is common with the introduction of all new ideas and
new technologies, there is often a period in which effective
application is illusive and nomenclature as often confuses
rather than aids effective use. John Dewey asked readers in
1922 to


Consider the history of any significant invention or dis-
covery and you will find a period when there was enough
knowledge to make a new mode of action or observation
possible, but no definite information or instruction as to
how to make it actual. (Dewey, 2009 [1922], p. 3).


We are living this history today.
Although even the original designer of the Web, Tim


Berners-Lee, questioned the need for a new moniker to
describe this evolution in Web technology, the term has en-
tered into both popular and technical use. Web 2.0 has been
variously defined with one of two orientations. Publisher
Tim O’Rielly (O’Reilly, 2005) is usually credited with the
first definition that focuses on technical capacities of a
second-generation Web. He describes Web 2.0 as a platform
for a host of commercial, entertainment, and learning
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applications. He notes the capacity of Web 2.0 for harness-
ing collective intelligence (with Wikipedia as a prime
example), the use of common data by multiple applications
(for example, Google maps integrated into thousands
of other applications), rapid release of and never fully
developed applications and lightweight programming
models—all of which produce rich user experiences
(O’Reilly, 2005). A second set of Web 2.0 definitions focus
on its function as a guiding heuristic for thinking about the
Web and networks in general. Hoegg, Meckel, Stanoevska-
Slabeva, & Martignoni (2006) argue that Web 2.0 is not a
technology but a philosophy “The objective of all Web 2.0
services is to mutually maximize the collective intelligence
of the participants” (p. 12). Scholtz (2008) has argued that
Web 2.0 is really just an ideology grounded (or more apply
afloat) in corporate influence, masquerading in  1960’s coun-
terculture language. Despite the naming debate, over three
thousand free to use applications, self-described as Web 2.0,
are available and used for many entertainment, commercial,
utilitarian, and learning applications (see go2web20.net).


Key Affordances of Web 2.0 
and Networking Technology
In this section, I expand on the key affordances of Web 2.0
technologies for educational use. Gibson (1977) is credited
with describing a technology’s affordances as things made
possible by the application of the technology. These are
conditioned as much by the  user’s knowledge, experience,
and context as by the design capacities built into the
technology by its designers. Affordances are an especially
useful way to think about Web 2.0 applications in educa-
tion, as their flexibility allows them to be utilized in emer-
gent ways, and by different users, that may be far removed
from the use cases that guided their development.


Web 2.0 tools utilize individual and group contributions
to create value. Unlike earlier computer-assisted instruc-
tion or educational games, Web 2.0 applications grow in
value as they are used by learners and teachers. For exam-
ple, a common genre of Web 2.0 applications are tools that
allow for creating collections of websites and resources.
Prior to Web 2.0, users kept ever-lengthening lists of
“bookmarks” in their individual Web browsers. Book-
marking helped individuals organize the myriad sources of
information available on the net, but did not afford insights
from others’ selections, annotations, or evaluation of these
listings. Web 2.0 applications such as Diigo, CiteULike,
Delicious, Brainify, and others provide this same capacity
to create individual resource collections, but as a user
stores and adds keywords (tags) to identify and retrieve
resources, these lists can be aggregated with the lists
created by others. The value of the application thus


increases because of the aggregated input of others. This
allows discovery of the most popular sites, annotating,
discussing, sorting, and selecting resources based on the
value and tags attributed to the Web resource by other
users. This cooperative tagging can be confined to classes,
programs, institutions, disciplines, professional group-
ings, or the general public—thus allowing multiple ways
to value and sort information.


Web 2.0 tools are also very effective for group collabo-
rative and collective use. For example, wikis, site annotation
tools, and collaborative blogs allow users to add value to
team work through their comments, additions, edits, or dele-
tions of erroneous content. Further, Web 2.0 applications
usually contain tools to support versioning and regression to
earlier versions. This aggregated and collective information
is not confined to text, as demonstrated by tools like Voice
Thread that allow voice, video and graphic in addition to
text commentary.


As important as their contribution to networked arti-
facts is the skills and attitudes learners acquire by creating
and offering content to the open world. The success of
user-generated sites such as Wikipedia and open educa-
tional resource (OER) repositories has created an opportu-
nity and a need to develop in students and teachers a
capacity and willingness to share their intellectual contri-
butions. This affords an experience and creates value in a
new type of peer-to-peer economy that Bauwens (2005)
refers to as a “third mode of production, different from for-
profit or public production by state-owned enterprises. Its
product is not exchange value for a market, but use-value
for a community of users.”


Web 2.0 tools potentially opens learning beyond the
closed doors of the classroom or walled gardens of regis-
tered student, login-only, course sites. There has been con-
siderable debate beginning with John Dewey (1904) and
continuing to today about the appropriate mix of academic
theory and apprenticeship type practice in formal educa-
tion (Schon, 1991; Shulman, 1998). Web 2.0 applications
generally sit outside the confines of institutionally pro-
tected spaces, thus allowing input, purview, critique, and
comment by others in addition to the teacher and those en-
rolled in the course. Of course, this raises issues of teacher
control and privacy (discussed later) but opens a window
and opportunity for input from professional and other
communities into formal education discourse. Web 2.0
tool use not only potentially opens classrooms, but also
opens professional practice to student view, because
Web 2.0 tools are also used extensively by professional
groups and societies (CCH, 2008). Another imaginative
example of these technologies is adventure learning
(Doering, 2006), which allows learners to venture out and
actively participate in exiting activities of explorers, natu-
ralists, and other professionals.
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Web 2.0 as an Educational Platform—
Pedagogical Implications
Web 2.0 has caught the attention of many educators,
especially those technophiles who see themselves as inno-
vators and early adopters. The 2008 British Educational
and Technology Communications Agency (Becta) report
from the UK provides examples of Web 2.0 applications in
education, noting that Web 2.0 use can:


• offer new opportunities for learners to take more control
of their learning and access their own customized infor-
mation, resources, tools and services


• encourage a wider range of expressive capability
• facilitate more collaborative ways of working, community


creation, dialogue and knowledge sharing
• furnish a setting for learner achievements to attract an


authentic audience. (Crook & Harrison 2008, p. 11)


All of these applications resonate with constructivist
learning philosophies and pedagogies that focus on authen-
tic task and audience, multiple perspectives, collaboration,
and the production of artifacts (Jonassen, Peck & Wilson,
1999). Likewise, Web 2.0 tools both inspire and require
new pedagogies to guide their effective use. Key to their use
is the freedom afforded by Web 2.0 technologies provided
to both teachers and learners. Jon Dron (2007) in his book
Control and Constraint in E-Learning relates emerging
technologies to the older theory of transaction control de-
veloped by Michael Moore (1980) in relation to distance
education. Dron points out that “the theory of transactional
control suggests that a key systemic feature of a learning
trajectory is the level and pacing of choice, who makes the
choices in the first place, and how those choices constrain
further choices and the choices of others” (p. 18). Theories
of Heutagogy (Hase & Kenyon, 2000) (lifelong learning in
an era of vast learning resources), the Pedgagogy of
Nearness (Mejías, 2007) (the effect of moving effortlessly
between face-to-face and online learning), and complexity
theory in education (Horn, 2008) (emergence, uncertainty
and productive work on the “edge of chaos”) speak to
the emerging capacities and theoretical understandings of
Web 2.0 and its potential impact on both formal and infor-
mal learning.


Perhaps most influential of the new “net native” peda-
gogies is the development of connectivism by George
Siemens (2005) and the epistemological grounding of these
theories of connected knowledge by Stephen Downes
(2007). Siemens lists eight principles of connectivism to
which I append brief commentary.


• Learning and knowledge rests in diversity of opinions.
The openness and persistence of Web 2.0 conversations
affords numerous and multi-mediated forms of elicit-
ing, distributing and archiving this diversity of opinion.


• Learning is a process of connecting specialized nodes
or information sources. Consistent with network theory
(Galloway, 2007; Jones, 2004) connectivism focuses
on the functions of connections and the variety of links
(weak, strong, absent ties) that are created and config-
ured in both formal and informal learning networks.


• Learning may reside in nonhuman appliances. This
contentious claim, begs for a definition of learning.
Obvious behaviorists would argue that learning must be
a change in behavior, which may be hard to document
in a machine, but the point Siemens seems to make is
the growing usefulness of machines as cognitive tools
and prosthetics.


• Capacity to know more is more critical than what is
currently known. This again notes the focus in connec-
tivist thinking on capability and capacity, rather than
current competence.


• Nurturing and maintaining connections is needed
to facilitate continual learning.


• Ability to see connections between fields, ideas, and
concepts is a core skill. This and the previous principles
reiterate the importance of making connection to people,
tools, resources and information.


• Currency (accurate, up-to-date knowledge) is the intent
of all connectivist learning activities. Connectivism
celebrates the faster generation, distribution and appli-
cation of knowledge that characterizes a networked
infused society and culture.


• Decision making is itself a learning process. Choosing
what to learn and the meaning of incoming informa-
tion is seen through the lens of a shifting reality. This
last principle acknowledges the socially constructed
and culturally bound nature of knowledge in line with
postmodern discourse in addition to the need for
continuous and lifelong learning.


I have long argued for the critical and defining role of
interaction in education activities. I have also attempted to
differentiate the types and functions of interaction in
both classroom and distance education (Anderson, 2003a,
2003b). Given the important function of interaction in
education it is little surprise that the key educational uses
of Web 2.0 tools are those focused on student-student 
and student-teacher interaction. These interaction-focused
applications are generally known as social or social
networking software. Social networking systems (e.g., Face-
book, Ning, Elgg,) are Web-based applications that “are used
educationally by students, their friends and co-workers, and
teachers to construct a public or semi-public profile through
which they can find other users with whom they share a
connection, and use this connection for learning and or social
support” (Boyd & Ellison, 2007). Major affordances of
educational use of social software include socializing,








302 SECTION VIII New Directions in Instructional Design and Technology


sharing of resources and ideas, and sojourning (working 
together) (Anderson, 2008). Socializing increases the
enjoyment and motivation for many kinds of work, for most
individuals, in both formal and informal learning contexts
(Sanders & Wiseman, 1990). In addition, social interaction
affords the development of social capital which is used 
to increase both personal and community capacity to
accomplish other tasks (Ellison, Steinfield & Lampe, 2007;
Sebastion, Namsu, & Kerk, 2009). The lack of this social
experience has also been a key variable in attrition studies
with higher dropout rates usually associated with independ-
ent study models of formal education that do not support
social interaction (Kember, 1995; Rovai, 2003; Tinto, 1987;
Woodley, 2004).


The Evidence Base
The previous section details the potential or at least the
promise of Web 2.0 technologies to enhance current and
support new, more open kinds of learning and learning
activities in formal education. Is there evidence that these
affordances can and are being effectively used? As with any
new and especially very malleable educational interven-
tion, the research evidence for effective use in multiple
educational contexts is thin. Further, much of the research
has been undertaken by enthusiastic early adopters and
innovators whose experiences may not generalize to more
mainstream faculty.


One line of research has tried to determine if use of
Web 2.0 and especially social networking tools, outside
of formal courses, are associated with increased or
decreased engagement with formal studies. In a 2007
study of college students across Texas (n = 2,603),
Sebastion, Namsu, and Kerk (2009) found “positive
relationships between intensity of Facebook use and
students’ life satisfaction, social trust, civic engagement,
and political participation” (p. 875). Researchers (Ellison
et al., 2007; Govani & Pashley, 2005; Sebastion et al.,
2009) found Facebook use associated with increased
development of social capital by students engaged in the
same institution. Ellison et al. also reported increases in
“maintained social capital”—“a dimension of social
capital that assesses one’s ability to stay connected
with members of a previously inhabited community”
(2007, p. 1143). At the current time, social networking
tools are most commonly used to support informal learn-
ing activities. In a 2008 American study of undergradu-
ates Salaway, Caruso and Nelson report “although only
10% of the MSU respondents said they had used
Facebook as part of an assigned course exercise, about
half had used Facebook to arrange a study group or
meeting and more than half had used it to discuss classes
or schoolwork” (p. 28). Selwyn (2009) examined the log


activity of over nine hundred UK undergraduates to de-
termine the type of activities engaged in Facebook. They
found a variety of social interactions, commentaries, and
personal and individual questioning. He concluded


Facebook appears to provide a ready space where the “role
conflict” that students often experience in their relationships
with university work, teaching staff, academic conventions
and expectations can be worked through in a relatively
closed “backstage” area. So rather than enhancing directly
participation in formal learning, the social networking
services to help learners develop, reflect upon and share
their identify grow and conflicts. (Selwyn, 2009, p. 157)


These studies demonstrate how Web 2.0 tools are helping
integrate formal education with the real lives and informal
learning experiences of students.


The extensive use of Web 2.0 technologies outside of
formal education for a host of informal, entrainment, and
information gathering and sharing activities has led many
researchers to conclude that Web 2.0 may have its most
pervasive impact on learning outside of formal contexts.
Others have noted the challenges of implementing Web 2.0
tools in formal education and the dissonance that arises
among attitude, use, and effect when using the same tools
in both formal educational and informal learning contexts
(Wiley, 2007). Clark, Logan, Luckin, Mee, and Oliver
(2009) argue “the deployment of the curriculum, in
particular, needs to facilitate a more flexible response to
the potentials offered by Web 2.0 and related technologies
and the skill sets they engender rather than apply a
proscription to their use in the school setting” (p. 68).


Research reports on use of Web 2.0 tools as components
of formal study are very meager. Abbitt (2007) introduced
the compulsory (assessed) use of a tagging and voting
system for student-supplied web resources related to the
course of study. He reported that “in evaluating the perceived
value of the activity, 93% indicated that this activity
introduced them to web-based resources they would not have
otherwise found. Further, 84% indicated that they found
resources that would be useful in their future teaching
career” (p. 447). In a single case study, Lockyer & Patterson
(2008) examined issues related to use of the photo tagging
system Flickr and found that “using a social networking site
in a formal education environment realized positive learning
outcomes and experiences for the participants.” This early
anecdotal evidence seems to suggest that Web 2.0 tools can
be used as components of formal study, but there is little
evidence to date on how this impacts formal study, except as
a means to integrate use of tools and skill sets of formal and
informal learning.


In a 2008 study of Web 2.0 use in British high schools
Crook and Harrison report a variety of positive effects—
but they caution that these benefits arise only when the
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tools are used effectively and they provide meager infor-
mation on what constitutes effective use. They report that


Web 2.0 engaged many learners who were tentative con-
tributors in class or who had special needs, and supported
learners’ natural curiosity by enabling expression through
different media and a sense of audience, providing access
to further resources and the ability to gain confidence and
skill in speaking and presenting.


The “anytime-anywhere” availability of Web 2.0 can
also be highly motivating, and can enhance learner auton-
omy and encourage extended learning through open-ended
tasks. Publication was felt to enhance a learner’s sense of
ownership, engagement and awareness of audience. Publi-
cation online was used by some teachers as a key element
in peer assessment and was found to encourage more
attention to detail and improved the quality of work.
(Crook and Harrison, p. 5)


From the meager extant research base, one can only
conclude that much research needs to be done to validate
the often exuberant claims of Web 2.0 evangelists when
the technologies are used in formal courses. At the same
time, research that both stresses and assesses new types of
learning in both online and classroom use, is necessary if
we are to avoid the mistake of thinking about, using and
assessing new technologies in contexts defined for earlier
eras (McLuhan, 1964).


Challenges of Web 2.0 
Use in Formal Education
The effective adoption of any new technology in formal
educational contexts presents many formable challenges.
In the first section of this chapter, I overviewed the poten-
tial and promise; next we focus on the challenges. Many of
these challenges come from the mental attitudes developed
by both teachers and learners through decades of formal
education in closed contexts.


Privacy


Most formal learning activity takes place behind closed
doors of the classroom or in an access restricted learning
management system. Bringing Web 2.0 tools into these
closed environments often greatly decreases their power
and effectiveness. For example, blogs can be used in
closed LMS contexts, but they become more effective
when a student gets to control access, write to a larger
audience and receive comments or reactions from a much
wider audience than the teacher and class. Similarly,
creating social bookmarks or cooperative documentation
within a class is useful, but gains in value as the
collection is opened to addition, ranking and tagging by
a global community—as evidenced by the success of


Wikipedia or dedicated student resource sites such as
Brainify. Finally, an e-portfolio has limited use within a
course, but can be an invaluable aide to reflection and
generate social capital when the results are exposed to
potential employers, family members, colleagues and po-
tential new students.


I would not argue that there are no learning activities
that are best undertaken within the protective walls (virtual
or real) of formal education, indeed this capacity for
academic freedom was a defining motivator for creating
universities in the first place (Norton, 1909). However, the
right to privacy for one individual may be a stifling of
freedom of speech and expression to another. Privacy
issues likely present the most disruptive challenges to
educational use of Web 2.0 tools. Many students and
faculty are not comfortable in distributing or sharing any
but their most polished and peer-reviewed work. This
reluctance to share all but final product is reinforced by
the very long “memory” of Web search engines that make
it almost impossible to retract or eliminate materials that
are released on the open net. It is not only unflattering
party photos nor indiscrete comments but distribution of
genuine scholarly work with bias outside of prevalent
paradigm thinking that has historically resulted in harm
to authors.


Access to personal data and contribution is usually
controlled by systems software and set by systems ad-
ministrators in formal education contexts. In Web 2.0 ap-
plications, individuals are usually allowed to set their
own limits on access. I do not believe there is one set of
permissions that work for all users in all contexts. Thus,
I support the use of tools such as Elgg (not an acronym,
but named after the Swiss village of that name) that pro-
vides very fine control on all contributions, such that the
author decides who can access the information. This ac-
cess can be as secure as access only to the author, but the
author can easily expand access to friends, to classmates,
to those registered at the institution or extended openly to
the net and indexed by Web search engines. Our experi-
ence shows that systems administrators, learners, and
teachers need increased knowledge, skill, and practice at
setting the appropriate levels of access for their Web 2.0
activities.


Persistence


In formal education, we are used to chunking learning
into semester or other time-delineated terms. Each term
begins a new journey through the course of studies.
By contrast, if Web 2.0 tools are used there is no logical
reason why the artifacts and interactions of previous
learners cannot be shared with following cohorts, thus
allowing aggregation of and building upon the work of
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others—a feature of Web 2.0 tools. However, the reuse of
these artifacts raises issues of ownership, copyright, and
privacy. Fortunately, Creative Commons provides tools
by which students can license their work, while retaining
ownership, but this solution is often beyond familiar un-
derstanding or easy resolution by most of us involved in
formal education.


Support


Few innovators and early adopters of Web 2.0 use in
formal education have not experienced major battles with
systems staff charged with supporting their learning
environments. Most formal education systems are based
on control and support. Many consider 7 � 24 hour
helpdesk support as being critical for quality online edu-
cation (Choy, McNickle & Clayton, 2002). Yet, Google
and Facebook offer services to over 300 million active
users without providing helpdesk services. Most institu-
tional computing services have well-structured plans and
systems for upgrading and migrating applications,
whereas most Web 2.0 developers follow a continuous and
often erratic upgrade and release ethos. The Web 2.0 de-
velopers’ mantra of “release early, release often and listen
to your customers” hardly defines the practice of most for-
mal education computer services departments. Finally, as
noted earlier, privacy and security threats induce those re-
sponsible for computer operations to view any application
that allows external review or input as a threat and very
rarely as a learning opportunity.


Taxonomy of the Many
To assist educators and administrators in dealing with
these challenges, Jon Dron and I (Dron & Anderson,
2007, 2009) have built a conceptual model that we re-
fer to as the taxonomy of the many. In this model
(see Figure 31.1) three levels of aggregation are de-
scribed. The first is the familiar world of the group in
which learners and teachers operate with clear under-
standings of privacy (controlled by password), member-
ship (controlled by the registrar), and authority (invested
in the teacher). This model is the mainstream of formal
education today and supported quite effectively by learn-
ing management systems. The second level is the network
and is characterized by more fluid membership, emergent
control, persistence, and participation marked by abrupt
bursts followed by relative low levels of interaction. Most
Web 2.0 tools can be classified as network applications.
Finally, we describe the use of collective tools, which
through aggregation, stigmergic signaling (a biological
term describing capacity of some social creatures such as
ants to leave signs [pheromone trails] in the environment
that other members interpret and act on) and data mining
allow users to learn from the traces we leave as we use the
Internet and other public spaces. While not wanting to re-
peat the content of these papers, we believe the model and
our discussion of it will help teachers decide what types
of learning activities are best done in groups, networks,
and collectives and how Web 2.0 tools prove challenging
to implement in group-based educational contexts.


Group Network


Collective


Conscious membership
Leadership & organization
Cohorts and paced
Rules and guidelines
Access & privacy controls
Focused & time limited


‘Aggregated other’
Unconscious ‘wisdom of crowds’
Stigmergic aggregation
No membership or rules
Augmentation and annotation
Data Mining


Shared interest/practice
Fluid membership
Friends of friends
Reputation & altruism driven
Emergent norms, structures
Activity ebbs & flows


FIGURE 31.1 Taxonomy of the many.
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Looking to the Future
The success of the Web 2.0 moniker has nearly guaran-
teed subsequent announcements of Web 3.0, 4.0, 5.0,
and beyond. Although there is even less common
understanding of these later designations, Web 3.0 is
usually associated with the semantic web (another of
Tim Berner-Lee’s original ideas (Berners-Lee, Hendler
& Lassila, 2001). Semantic Web applications rely on
data being organized and formally meta-tagged, such
that machines can read, process and make logical infer-
ences using this “smart” data. Back in 2004, I wrote
about the educational use of the semantic Web (Ander-
son & Whitelock, 2004), but like others overestimated
the time and effort needed to organize and develop the
ontology’s tagging tools, and applications necessary for
information to be able to organize itself. However, we
are seeing the emergence of real-world, semantic Web
applications (Hendler, 2009) that will likely be used
in education and training at some point. We can safely
assume that network development will continue to drive
developments and create disruption in most formal
organizations—including education.


Web 2.0 affords the use of lightweight, readily
accessible, and low-cost learning applications and
tools. Learners will not likely be satisfied with manag-
ing and practicing all of their learning activities in
contexts defined by any single organization—including
the schools in which they are temporarily enrolled.
Designers will be challenged to create activities and
contexts in which learners develop, customize and
effectively use their own personal learning environ-
ments (PLEs). By blending and integrating the services
and activities of formal education into the persistent and
personalized contexts of real living, we more effectively
and perhaps more efficiently prepare students for life-
long learning adventures.


Conclusions
The use of the Internet to support formal learning in
both distance, blended, and on-campus-based models is
rapidly increasing in every country of the world. However,
the predominate use for formal learning is through
the closed environments afforded by institutionally con-
trolled and teacher-programmed learning management sys-
tems (LMS). The culture and customary use of these closed
systems runs contrary to Web 2.0 applications, which are
usually open, participatory, connected, persistent, and
controlled by individual users (not by school administra-
tors or teachers). Thus, they create disruptive effects
(Christensen, Horn & Johnson, 2008). Current institutional
policies and LMS systems place a premium on supervision,
control, and maximizing privacy constraints. These restric-
tions unfortunately, serve to minimize the possibilities and
potential benefits of connections outside of formal courses.
It is common to restrict access and student control of
Web 2.0 tools in formal education, forcing an unhealthy
bifurcation between learning and education.


Despite these challenges, Web 2.0 tools offer opportuni-
ties and serve as a catalyst to integrate formal and informal
learning, thus serving as a gateway to lifelong learning
opportunities. New pedagogies, especially connectivism,
are designed to encourage use of learning activities and
assessments that exploit the affordances of Web 2.0. How-
ever, much more imaginative research is needed to deter-
mine if and how the potential value associated with Web 2.0
tools can be realized within current educational systems.
Web 2.0 technology is disruptive to formal education policy
and practice, thus we should heed Christensen, Horn, and
Johnson’s (2008) warning that, unless steered by very wise
leaders, organizations will “shape every innovation into a
sustaining innovation—one that fits processes, values, and
the economic model of the organization—because organi-
zations cannot naturally disrupt themselves” (p. 74).


Summary of Key Principles


1. Web 2.0 tools and especially those classified as social
networking tools have become pervasive with regular
use by the majority of citizens in developed countries.
The main applications used are for social, entertain-
ment, and information trolling. However, these
informal tools are also being used by participants in
formal education to help students connect with each
other, build social capital, and as importantly they are
used as reflective and meaning making tools.


2. Web 2.0 tools afford boundary leaping that sits uncom-
fortably in the confined spaces of closed classroom and


password protected course websites. However, this
capacity to take learning outside of formal boundaries
allows for authentic learning activities, increased and
more diverse audiences, and participation in formal
education beyond course boundaries.


3. The openness and persistence of Web 2.0 tools allow
for new audiences, new participants and new critique
of formal learning systems and activities.


4. The openness inherent in Web 2.0 tools has potential
to expose students to unwanted overview by others
and raises privacy concerns at the same time as it
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Application Questions


1. You are interested in exposing your students to some
of the new Web 2.0 tools with educational potential.
However, the sites you wish students to access are
currently blocked by your school’s IT department.
Create a case that will convince the principal to
override the IT department’s reluctance to open access
to these tools. The case should contain a pedagogical
rationale and the means by which you will control both
privacy and ensure appropriate use by your students.


2. You have successfully launched a schoolwide social
network using an open source tool set. However, you


have been receiving complaints from students that
they only use social networking for fun and they do
that on Facebook, thus the recent time spent on the
school network. At the same time a few parents are
arguing that they don’t see anything educational in
their children’s use of the site. Create a Voice Thread
(voicethread.com) in which you illustrate by screen
captures and your voice annotation, the educational
and social value of this new tool set. Make sure that
you leave ample invitations to both parents and
students to respond to your Voice Thread arguments.
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Chapter 32
Using Rich Media Wisely


How can you use rich media—such as video, anima-tion, and audio—to help people learn in multimedia
training environments? Consider the three approaches to a
lesson on lightning shown in Figure 32.1A, 1B, and 1C.


All three figures are taken from multimedia tutorials
designed to build a similar understanding, namely, how
lightning forms. Example 1A uses simple line drawing
graphics explained by words presented as printed text.
In contrast example 1B uses richer media—namely
animated graphics explained by words presented in audio.


Ruth Colvin Clark
Clark Training & Consulting


Richard E. Mayer
University of California, 
Santa Barbara
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FIGURE 32.1A One Frame from a Lesson on How Lightning
Forms Using Line Diagrams and Onscreen Text.
From Mayer & Moreno, 1998.


Return stroke


Positively charged particles from the
ground rush upward along the same path.


FIGURE 32.1B One Frame from a Lesson on How Lightning
Forms Using Animated Drawings and Audio Narration.
From Mayer & Moreno, 1998.


Because some might see the topic of lightning formation
as somewhat dry, lesson 1C adds several stories with
video to invoke interest similar to the one shown here on
how lightning affects airplanes. Examples B and C use
rich media—involving animation, audio, and video—
whereas example A uses static graphics rather than ani-
mation or video and printed text rather than audio. In
addition, versions A and B stick to just the facts, whereas
version C adds some interesting stories about lightning.
Which of these three lesson versions do you think is more








effective for learning? Take a minute now to select one of
the following choices:


Best learning would come from:


________ A. Lesson 1A because it uses simpler
media than the other lessons.
________ B. Lesson 1B because it uses animation to
illustrate a scientific process,
________ C. Lesson 1C because interesting stories
would motivate learning about lightning formation.
________ D. There would be no difference in
learning as all three lessons include the same content
about how lightning forms.


Which features of rich media promote learning and which
features either detract from learning or do not add cost
benefit? These are the questions that we explore in this
chapter.


In 2007, American business invested over 100 billion
dollars in workforce learning (Paradise, 2009). To gain
maximum return on this significant investment, instruc-
tional program developers are wise to consider evidence of
what works as they make multimedia design decisions. Our
goal in this chapter is to summarize guidelines about how
to leverage the features available in rich electronic media in
ways that best accommodate human learning processes.


The Paradox of Rich Media
We define rich media as instructional programs that
incorporate high-end media such as video, animation,
and audio. The bandwidth of Internet and intranet tech-
nology now supports delivery of high-end media more
than in the past. In fact, current technology has greater
capacity to deliver information to learners than learners


have psychological capacity to assimilate that informa-
tion. This is what we mean by the paradox of rich media.
Rich media will benefit learners only to the extent that
its capabilities are harnessed in ways that support human
learning processes.


Three Components of Instruction


We have all participated in computer and classroom
training events that were ineffective. They may have pre-
sented plenty of information, but not in a way that fosters
learning. Conversely, we know of many courses delivered
via computer or classroom that helped learners achieve the
learning objectives. The quality of the instruction does not
depend on whether training is delivered by a computer, in
a workbook, or in a classroom. Many research studies have
compared learning from lessons delivered by different
media. For example, one lesson is delivered by computer
and a similar lesson is delivered in a face-to-face
classroom. In fact, so many media comparison studies
have been reported that a meta-analysis has synthesized
the outcomes. Bernard and collegues (2004) found that in
over 350 comparisons of learning from a face-to-face
classroom with learning from some form of electronic
distance learning the median effect size was close to zero.
In other words, there were no practical differences in
learning from classroom or electronic delivery. If delivery
media do not cause learning, what does?


We propose three main components that instructional
professionals must consider when planning workforce
learning: instructional modes, instructional methods, and
delivery media. We summarize these in Table 32.1. Of the
three components, the instructional modes and methods
most affect learning. In this chapter, we will primarily
focus on modes including text, audio, and graphics.
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FIGURE 32.1C One Frame from a Lesson on How Lightning Forms that Adds Interesting Lightning Facts.


“Metal airplanes conduct lightning very well, but they sustain little damage
because the bolt, meeting no resistance, passes right through.”
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Of course, you cannot disregard media since different
delivery media have different functionalities to enable
modes and methods. A podcast for example, is limited to
audio. Print media like this chapter are limited to text and
a few graphics. Computers are one of the more flexible
media with capability to deploy diverse modes, methods,
and architectures. Therefore, when developing computer-
delivered instruction that offers many options, it’s espe-
cially critical to consider evidence-based guidelines.


In this chapter, we recommend the use of scientific
evidence as an important factor to consider in your multi-
media learning design decisions. To illustrate our argu-
ment, we will primarily focus on the research-based theory
and research evidence for best use of basic instructional
modes of still graphics, animation, audio, and text.


Technology-Centered versus 
Learner-Centered Instruction
Given the breathtaking advances in computer and commu-
nication technology, it may be tempting for instructional
designers to ask, “How can we use rich media to design
instruction?” This reflects a technology-centered approach
to instructional design because we begin with the capabili-
ties of technology (such as the availability of rich media)
and design instruction to accommodate these capabilities.
For example, in taking a technology-centered approach, we
can seek ways to design a lesson using the capability of
incorporating video and animation.


Let’s take a brief look at the disappointing history of the
technology-centered approach throughout the twentieth
century (Cuban, 1986, 2001). In the 1920s motion pictures
were touted as a cutting-edge technology that would
revolutionize education. In the 1930s and 1940s, radio was


promoted as way to bring the world’s experts into the
classroom. In the 1950s, educational television was
offered as the key to the future of education—combining
the benefits of movies and radio. In the 1960s and 1970s,
there were claims that computer-based programmed
instruction would soon replace teachers. In each case, the
cycle of events was similar: strong claims that a cutting-
edge technology would transform education, followed by
enthusiastic implementation in some educational settings,
and ultimately, the conclusion that the new cutting-edge
technology had not succeeded.


What is wrong with the technology-centered approach
to instructional design? The main problem with the
technology-centered approach is that it does not take the
learner into account, including what is known about how
people learn. In contrast, in a learner-centered approach
to instructional design, the focus is on how to facilitate the
learner’s natural learning process. Rich media must be
adapted to serve the needs of learners, rather than the
other way around. In short, in taking a learner-centered
approach we ask, “How can we adapt rich media to aid
human learning?”


A major theme of this chapter is that rich media
should be used (or not used) in ways that are consis-
tent with what we know about how people learn and
with research evidence concerning instructional effec-
tiveness, that is, instructional designers should take a
learner-centered approach to the use of rich media.
Taking a learner-centered approach involves designing
instruction that fosters learning. An important aspect
of this approach is a commitment to evidence-based
practice—the idea that instructional practice should
be based on research evidence.


What is the rationale for evidence-based practice?
Instructional decisions can be based on opinions, fads,


TABLE 32.1 Three components of instruction


Component Description Examples


Modes Basic communication elements of all instruction: graphics, text, 
and audio


Line drawings
Animations
Audio narration
Text


Methods Instructional components that facilitate learning processes of selecting, 
organizing, and integrating


Examples
Practice
Analogies
Feedback


Media Devices that deliver instruction Instructors
Computers
Books


Adapted from Clark (2008).
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ideology, expert advice, testimonials, or untested best
practices. The problem with such approaches is that
there is little reason to believe that they will lead to
effective instruction. In contrast, in taking an evidence-
based approach, we seek to use instructional methods
and modes that have been shown to work for the kinds
of learners and learning objectives at hand.


How People Learn
How does learning work? This is the key question
addressed by researchers in the science of learning. In
short, the science of learning is concerned with the
scientific study of how learning works. Consequently, the
science of instruction must propose modes and methods
that leverage those learning processes.


As summarized in Figure 32.2, two memory systems,
working memory and long-term memory, shape human
learning processes. Working memory is the center of
all conscious thinking including deliberate learning.
However, it is limited in memory capacity. The well-
known limit of seven plus or minus two chunks of
information first articulated by Miller (1956) applies to
working memory. Therefore, effective instructional
strategies must accommodate the limited capacity of
working memory. The amount of mental work imposed on
the limited capacity of working memory during learning
is called cognitive load. Many recent studies have exam-
ined how specific instructional methods affect cognitive
load (Clark, Nguyen, & Sweller (2006; Sweller, van
Merriënboer, & Paas, 1998; Sweller, 1999).


In contrast, long-term memory is a permanent large-
capacity repository of information, consisting of organized
structures called schemas. However, long-term memory
has no processing capabilities. There is an interaction
between working memory and long-term memory in that
the more related knowledge that is stored in long-term


memory, the larger chunks working memory can absorb.
Therefore, novice learners with little related knowledge in
long-term memory are much more susceptible to cognitive
overload than are more experienced learners. That is
why prior knowledge of the learner is an important indi-
vidual difference that must be considered when designing
instruction.


Another aspect of the memory system is that there are
separate channels for processing visual/pictorial infor-
mation and for processing auditory/verbal information,
each with its own cognitive load limits. Graphics are
processed in the visual/pictorial channel. Spoken words
are processed in the auditory/verbal channel. Printed
words are processed initially in the visual/pictorial
channel and then may be converted for processing in the
auditory/verbal channel.


There are three important processes to convert
content from the instructional environment into new
knowledge and skills in long-term memory summarized
in Figure 32.2:


Selecting—The arrows from the instructional
environment to working memory indicate that the
learner pays attention to some of the incoming
information and transfers it to working memory
for further processing.
Organizing—The arrows within working memory
indicate that the learner is mentally organizing the
incoming material into coherent verbal and visual
representations.
Integrating—The arrows from long-term memory
to working memory indicate that the learner is
mentally integrating new knowledge representations
with each other to form a model and with relevant
prior knowledge activated from long-term memory
to form new knowledge and skills.


Meaningful learning occurs when the learner engages in
appropriate selecting, organizing, and integrating during


Instruction Working Memory


Model


Prior
Knowledge


Selecting          Organizing          Integrating


New
Knowledge


Long-Term Memory


Visual


VerbalWords


Graphics


FIGURE 32.2 A Model of Human Learning Processes.
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learning. These processes are partially controlled by the
learner’s metacognitive knowledge—knowledge of how to
manage learning—and the learner’s motivation—which
initiates and maintains goal-directed activity.


The major challenge of instructional design is to
promote appropriate cognitive processing—selecting,
organizing, and integrating—without overloading work-
ing memory. Three forms of cognitive load are summa-
rized in Table 32.2.


Poor instructional design can create extraneous
processing, which saps limited processing capacity needed
for meaningful learning, so an important instructional goal
is to reduce extraneous processing. The complexity of the 
to-be-learned material can demand a high level of essential
processing needed to mentally represent to incoming
material (i.e., mainly selecting and initial organizing), so
an important instructional goal is to help the learner
manage essential processing. Finally, the learner must be
motivated to exert the effort needed for making sense of
the incoming material—that is, to engage in generative
processing (mainly organizing and integrating—so a final
instructional goal is to foster generative processing.
Overall, designers seek instructional programs that reduce
extraneous processing, manage essential processing, and
foster generative processing.


In summary, three research-based principles about
learning that are particularly relevant for instructional
designers are:


Dual-channels principle—People have separate
channels for processing visual/pictorial information
and auditory/verbal information.
Limited capacity principle—People can process
only a small amount of information in each channel
at any one time.
Active learning principle—Meaningful learning
occurs when the learner engages in appropriate cog-
nitive processing during learning, including attending
to relevant aspects of the incoming information,


mentally organizing the material into a coherent
cognitive representation, and mentally integrating it
with existing knowledge activated from long-term
memory.


To illustrate our suggestion that you consider evidence
and human learning processes as you develop workforce
learning programs, we focus on several questions regarding
the best use of visuals and words in multimedia training.


Question 1. Do Visuals 
Improve Learning?
Visuals can be difficult to generate and can add time, cost, and
bandwidth to lesson development and delivery. Is there any
benefit to an investment in visuals? Let’s take a look at the
evidence. Mayer and his colleagues (2009) have compared
learning from multiple lessons that communicated with
words alone to lessons that communicated the same content
with both words and visuals. For example, a lesson explain-
ing how bicycle pumps work used the following words:


TABLE 32.2 Cognitive load in instructional design


Type of Load Description Example


Extraneous Irrelevant mental load imposed by poor 
instructional design decisions


Using complex visuals to illustrate a process 
such as how blood circulates


Essential Mental load caused by the complexity 
of the instructional content


Learning goals that are complex, for example, they
require the simultaneous manipulation of multiple
elements in memory


Generative Relevant mental load that supports organizing 
and integrating processes thereby leading 
to learning


Using explanatory visuals that help learners
understand content meaning


As the rod is pulled out, air passes through the piston
and fills the area between the piston and the outlet
valve. As the rod is pushed in, the inlet valve closes and
the piston forces air through the outlet valve.


The version in Figure 32.3 uses the same words and adds
a simple visual illustration.


Learners were randomly assigned to each version and
tested after learning. In eleven studies that focused on
brakes, pumps, generators, lightning, and mathematics,
the versions with visuals promoted better learning. The
learning benefit of adding visuals was high with a median
effect size of 1.39. That means that on average the scores of
a group studying a lesson with text, will improve by nearly
one and a half standard deviations if a visual is added.
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The psychological reason for the learning power of visuals
relates to the dual channel features of working memory we
discussed previously. Lessons with words and visuals of-
fer the brain two opportunities to build meaning—one
from the words and the second from corresponding im-
ages—and encourage learners to make connections be-
tween them.


Question 2. For Whom 
Do Visuals Improve Learning?
We saw that adding a visual to a verbal description of how
pumps work improved learning. Do some learners gain
more from visuals than others? Some trainers believe there
are visual and verbal learning styles that affect how an
individual learns best. Do you believe that you are a visual
learner or an auditory learner?


In fact, some learners do benefit more than others from
visuals, but these individual differences have little to
do with “learning styles.” Consider this experiment. Two
versions of a judge’s instructions to a jury in a self-defense
trial were tested by Brewer, Harvey, and Semmler (2004).
One version was the audio-only version traditionally given
by judges. The second version added visuals such as flow
charts and illustrations to the audio. Two different types
of learners were randomly assigned to one of the two
versions: legal novices similar to most juries and law stu-
dents. After reviewing either the audio or the audio-visual
version, individuals were tested for comprehension.
The results are shown in Figure 32.4.


Take a look at the graph in Figure 32.4 and select the
conclusion(s) most warranted:


________ A. Novices benefitted most from visuals.
________ B. Experts benefitted most from visuals.
________ C. Both experts and novices benefitted 
from visuals.
________ D. Novices were boosted to expert levels
by access to visuals.


Novices benefitted the most from visuals, and in fact,
their comprehension of legal instructions with visuals
reached just about the same level as that of law students.
Because of their prior knowledge, the law students were
able to comprehend the audio instructions effectively


HANDLE


As the rod is pulled out,


Air passes through the piston


PISTON


INLET VALVE


OUTLET VALVE


HOSE


And fills the area between the
piston and the outlet valve.


The inlet valve closes


As the rod is pushed in,


And the piston forces air
through the outlet valve.


FIGURE 32.3 Part of a Lesson on How Bicycle Pumps Work Using Visuals and Words.


FIGURE 32.4 The Effect of Visuals on Novice and Expert
Learners.
Source: Adapted from data reported by Brewer, Harvey, 
and Semmler, 2004.
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without visuals. The answers to the questions about the
data shown in Figure 32.4 are A and D.


Research reported by Mayer and Gallini (1990) and
by Kalyuga, Chandler, and Sweller (1998, 2000) have
been the basis for what Kalyuga (2005) calls the exper-
tise reversal effect. Expertise reversal refers to the fact
that an instructional mode or method that is helpful to
novices does not help experts and in some cases can
actually depress expert performance. As we mentioned
previously, the learner’s prior knowledge is an impor-
tant individual differences consideration in instruc-
tional design.


What about the idea of learning styles? Kratzig and
Arbuthnott (2006) asked learners to assess their own
learning style (visual, auditory, or kinesthetic); tested
each learner with standard learning styles inventories;
and tested their visual, auditory, and kinesthetic memo-
ries. The research team then looked for correlations or
relationships among the self-assessment, the inventory
assessments, and the memory tests. They found no rela-
tionship among any of the measures. In other words,
learners who classified themselves as visual learners
did not test as visual  learners on a learning style inven-
tory nor did they exhibit higher visual memory. The re-
port concludes that “In contrast to learning style theory,
it appears that people are able to learn effectively using
all three sensory modalities” (p. 241). Similarly, when
Massa and Mayer (2006) gave a verbally based or pic-
torially based lesson on electronics to verbalizers and
visualizers, they found no evidence that matching the
lesson version to the learner’s cognitive style improved
learning. Overall, there is no compelling evidence for
designing lessons to match learners’ learning styles.


Question 3. Are Richer Visuals 
Better for Learning?
A rich visual is one that is relatively more detailed or more
complex. For example, a three-dimensional visual like the
one shown in version A of Figure 32.5 is a richer illustra-
tion of blood circulation through the heart than the simple
line drawing shown in version B.


An animated depiction of how lightning forms, as shown
in Figure 32.1B, is richer than a series of still drawings as
shown in Figure 32.1A. A video of a classroom session is
richer than an animation of the same classroom that illustrates
the teacher and relevant student interaction but omits extrane-
ous background information. In general, richer visuals are
more expensive and time consuming to produce and require
greater bandwidth to deliver than leaner visuals. What evi-
dence do we have about the effectiveness of rich graphics?


A. Line Drawings versus 3-D Drawings


Butcher (2006) compared comprehension of how circulation
works from three lesson versions: text only, simple line draw-
ing, and a more complex diagram, as shown in Figure 32.6


Consistent with the discussion following question,
Butcher found that adding a visual to text improved
understanding of circulation—both simple and complex
visuals were more effective than no visual. When compar-
ing the two visuals, however, the simpler line diagram was
more effective than the 3-D graphic.


B. Still Graphics versus Animations


Imagine you want to teach how lightning forms. You
could use a series of stills or an animation, as illustrated


FIGURE 32.5 A Complex and a Simple Visuals of Blood Circulation in the Heart.


Version A Version B








316 SECTION VIII New Directions in Instructional Design and Technology


in Figures 32.1A and 32.1B. It seems intuitive that when
teaching a process that involves changing physical
elements such as lightning formation, animation would
be more effective. However, when comparing several les-
son topics (e.g., how brakes work, how toilets flush, and
how lightning forms) in which learning from an animated
version was contrasted with learning from a series of still
graphics, Mayer, Hegarty, Mayer, and Campbell (2005)
found that a series of still frames resulted in learning that
was as good as or better than the animated versions.


There are a couple of potential reasons for the negative
effects of animations for learning. First, animations present
a great deal of visual and auditory information in a transient
manner. Thus, it is easy to overload the limited capacity of
working memory we described previously. Second, when
viewing animations, many of us are conditioned to go into
“couch-potato” mode. We become mentally passive. When
viewing a series of stills, however, we invest mental effort in
animating the visuals in our heads. Ironically, a less inten-
sive media display (e.g., a series of still graphics described
by text) can be more engaging than a more media-intensive
approach (e.g., animations described by audio).


Conditions for Effective Animations


Before we write off animations in favor of stills, we need
to consider some conditions under which animations may
be effective. In the research studies summarized previ-
ously, the instructional goals were to build understanding
of how something such as a toilet or lightning worked.
Second, the animations ran with no opportunity for the
learner to stop or pause them. Third, there were no cues
such as circles or arrows added to direct learner’s atten-
tion to the relevant visual features in a complex display. In
fact, there is some preliminary research showing that an
animation can be more effective when:


1. the to-be-learned task involves a physical procedure—
such as origami paper folding or tying a knot (Ayres,
Marcus, Chan, & Qian, 2009; Wong et al., 2009),


2. the learner is able to control the pace of presentation
(Mayer & Chandler, 2001), and


3. the animation contains cueing such as arrows and col-
oring (deKoning, Tabbers, Rikers, and Paas, in press)
that draw the learner’s attention to the relevant portions.


C. Animations versus Video


Suppose you want to illustrate some interpersonal skills
such as how to sell a product or how to implement a teach-
ing technique in the classroom. You could show examples
using text narratives, animation, or video. Moreno and
Ortegano-Layne (2008) compared how student teachers
learned teaching principles from classroom examples
displayed in three formats: narrative text descriptions,
animations, and video. Consistent with the research we’ve
discussed so far, they found both visual formats—that is,
animation and video—resulted in better learning than text
descriptions. However, the animation versions resulted in
learning that was equal to or better than the video versions.
The authors suggest that an animation culls out much
extraneous visual noise inherent in a video example
and therefore helps learners focus on information most
relevant to the instructional goal.


The evidence to date suggests that leaner forms of vi-
sualization such as simple line drawings or still graphics
are often more effective than richer forms of visualization
such as complex diagrams or animations. In many cases,
a richer representation may overload working memory ca-
pacity or may cause the learner to attend to irrelevant fea-
tures of the presentation and thereby make understanding
more difficult. As research continues to accumulate, we
expect soon to have a body of research we can use to rec-
ommend the conditions under which richer representa-
tions can be most effective. Factors such as the learning
goal (e.g., building understanding of a process versus
mimicking a physical procedure) and the visual treat-
ments (e.g., animation with or without controls for paus-
ing) will lead us to more refined prescriptions as to how
to best use richer forms of media. For now, we suggest
that in many situations when you have a choice of visual
representation, a simpler option can be more cost effec-
tive, impose less bandwidth, and lead to learning as good
as or better than a more complex version.


Question 4. Do Visuals Added 
for Motivation Improve Learning?
Sometimes rich media elements are added for motiva-
tional purposes. Since workforce learning topics often
tend to be rather dry, adding interesting stories and visu-
als may appeal to the younger generation raised on high-
end media. For example, rather than stick with the plain


FIGURE 32.6 Learning From Text, Simple, and Complex
Visuals.
Source: Based on data from Butcher, 2006.
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Jane description of lightning formation shown in Figures
1A and 1B, the lesson can be spiced up with visuals and
stories about lightning such as the one about airplanes
struck by lightning, shown in Figure 1C. Does adding rich
media in the form of stories or themes improve learning?


In the early 1990s, Garner and her colleagues (Garner et al.,
1991; Garner, Brown, Sanders, & Menke, 1992) identified
the negative effects of what they termed seductive details. In
their studies, seductive details consisted of textual informa-
tion inserted into instructional materials that were intended
to arouse interest. Seductive details in lessons are typically
related to the general topic but are irrelevant to the main
instructional goal. Harp and Mayer (1997) evaluated the
learning effects of adding both seductive text as well as
seductive visuals to multimedia lessons. For example, through-
out a lesson on how lightning forms, they incorporated brief
discussions such as what happens when lightning strikes a
golfer and the effect of lightning on airplanes. Learners rated
the lesson versions that contained the seductive vignettes as
more interesting than the lessons that omitted these details.
However, these spiced-up lessons depressed learning
dramatically. In six different studies, lessons that omitted
seductive information showed a median learning gain of
105 percent with an effect size of 1.66, which is high, as
compared to lessons with seductive information.


Harp and Mayer (1998) postulated that seductive
details could exert their negative effects by distracting
the learner (negative impact on focus of attention), by
disrupting the building of a mental model (negative impact
on organization), or by activating inappropriate prior
knowledge (negative impact on integrating). The highly
negative effects of adding pictures and words related to
the topic but irrelevant to the learning goal are the basis for
Mayer’s conclusion: “In the case of adding interesting
words and pictures, this research shows that less is more—
that is, learning how a system works can be improved
when less material is presented” (Mayer, 2009, p. 97).


Question 5. Is Learning Better 
from Visuals Explained by Words 
in Audio or in Text?
In the previous sections, we reviewed multiple research
studies showing the benefit of adding a relevant visual to
words. However, what about “auditory learners”? What
evidence do we have about the benefits of describing a
visual with audio versus on-screen text?


Explain Visuals with Audio Narration


In the 2002 version of this chapter, we summarized evidence
showing that learning is better from visuals described by
audio narration than by on-screen text. As we update our


discussion, we have even more evidence of the benefits of
audio narration as well as some boundary conditions
regarding its use.


So many research studies have compared learning
from visuals that are described by words presented in text
to learning from visuals that are described by words
presented in audio narration that we now have even
stronger evidence for our recommendation. Reviews of
research on this issue published by Ginns (2005), Lowe &
Sweller (2005), and Moreno (2006) are consistent in their
findings that learning is more effective when visuals
are explained by audio narration. Instructional research
psychologists call this principle a “modality effect.” The
modality effect has been observed with a wide variety of
content including mathematics, electrical engineering,
lightning, brakes, an environmental science game, and
with explanations from pedagogical agents (Mayer,
2009). Further the modality effect has been documented
in actual classroom field tests (Harskamp, Mayer, Shure,
& Jansma, 2007).


If you recall our discussion of the dual-channel features
of working memory, you can see why audio narration can
be more effective. As we summarized in Figure 32.2,
working memory has a verbal (auditory) and visual chan-
nel. When pictures are explained by words in audio format,
the information is divided between the audio and the visual
channels of working memory and in that way optimizes
the capacity limits of working memory. In contrast, when
graphics are described by words presented in text all the
content is directed toward the visual center of working
memory and leads to overload.


Many of the research studies showed the benefits of
audio narration to describe complex fast-moving visuals
in the form of animations. The modality effect may be
less pronounced when the instructional content is simple,
the words are familiar, or the delivery pace is slow or
controlled by the learner with a continue button. We will
look to future research to refine the conditions under
which the modality effect is most applicable.


As a practitioner, keep in mind the following issues
as you plan the use of text and audio in e-learning.
Information that is presented in an auditory mode is
transient. In some situations, on-screen text is more
appropriate for memory support. For example, when
giving on-screen directions for a training exercise, text
is more effective because the learner can refer to it over
time as they work the exercise. In addition, whenever
audio narration is used to describe visuals, the opportu-
nity to review it should be provided via a replay but-
ton. Finally, the modality effect assumes fluency in the
language used in the audio narration. Non-native-speak-
ers may find narration adds more cognitive load than 
on-screen text.
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Technology versus Learner-Centered
Instruction: The Bottom Line
From social media such as wikis or Twitter to virtual
worlds such as Second Life, each new technological
innovation spawns a plethora of highly optimistic
learning claims. However, the lessons from the last
sixty years of media evolution and the evidence we
have summarized here suggest a more constrained view.
A theme that we see through the threads of research we
have summarized in this paper is: Less is often more,


and leaner media can be more effective for learning.
Why? The human brain has evolved an architecture that
is easily overloaded. Second, the goals of learning un-
like the goals of advertising or the goals of video games
rely on effortful processing of information to build
new knowledge and skills. In short, we recommend that
you adopt a learner-centered view of instruction that
accommodates the limits and leverages the strengths of
human memory and maintain a skeptical perspective on
the learning panaceas claimed for the latest technologi-
cal innovation.


Summary of Key Principles


1. When designing multimedia instruction, consider the
strengths and limits of human memory as well as
evidence as you plan your use of instructional modes
and methods.


2. Use relevant visuals to support learning of novices.


3. When your goal is building understanding, use simpler
visuals such as line drawings or stills rather than more
complex renditions such as three-dimensional visuals
or animations.


4. Explain visuals with audio narration except in
situations where cognitive load is low and/or using
audio will add cognitive load (e.g., when learners
are not native speakers).


5. Adjust instructional modes and methods to
accommodate differences in learner prior knowledge
rather than learning styles.


Application Questions


1. Suppose you wish to help people learn how to carry
out a fitness exercise routine using workout
equipment. Would it be better to use a series of still
diagrams, an animation, or a video? Would it be
better to use printed text or spoken text or no text?
Justify your answer in terms of research evidence
and a cognitive theory of learning.


2. Suppose you wish to help people learn how a virus
causes a new flu strain. You develop a set of
PowerPoint slides depicting the six steps in the
process, along with on-screen text. Your supervisor
suggests that the lesson should include some
interesting stories about viruses to help spice up an


otherwise dry presentation. Based on the research
evidence and your understanding of how learning
works, how would you respond to your supervisor?


3. What differences in the use of visuals, text, and audio
might you consider for a lesson on how to use exercise
equipment versus how a virus causes the flu? What
differences might you consider for learners who are
new to the concept of viruses versus learners with
background on that topic? Compare and contrast
instructional treatments based on differences in the
desired learning outcomes and learner backgrounds
based on the evidence we have discussed.
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In this chapter, we aim to connect the dots betweengames and learning. Gee (2008) has suggested, and we
agree, that game design has a lot to teach us about learn-
ing, and contemporary learning theory has something to
teach us about designing better games. One link already in
place between these two realms is formative feedback—a
critical part of any learning effort (e.g., Shute, 2008), and
also a key component in good game design, which adjusts
challenges and gives feedback so that different players feel
the game is challenging and their effort is paying off.


Our thesis in this chapter is that (a) learning is at its best
when it is active, goal-oriented, contextualized, and interest-
ing (e.g., Bransford, Brown, & Cocking, 2000; Bruner, 1961;
Quinn, 2005; Vygotsky, 1978); and (b) instructional envi-
ronments should thus be interactive, provide ongoing feed-
back, grab and sustain attention, and have appropriate and
adaptive levels of challenge—that is, the features of good
games. Along the same line, Gee (2003) has argued that the
secret of a good game is not its 3-D graphics and other bells
and whistles, but its underlying architecture where each level
dances around the outer limits of the player’s abilities, seek-
ing at every point to be hard enough to be just doable.
Similarly, psychologists (e.g., Falmagne, Cosyn, Doignon,
& Thiery, 2003; Vygotsky, 1987) have long argued that the
best instruction hovers at the boundary of a student’s com-
petence. More recent reports (e.g., Thai, Lowenstein, Ching,
& Rejeski, 2009) contend that well-designed games can act
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as transformative digital learning tools to support the devel-
opment of skills across a range of critical educational areas.
In short—well-designed games have the potential to support
meaningful learning across a variety of content areas and
domains.


Why aren’t games used more widely in classrooms? While
time constraints, cost of games, and a lack of prescriptive
guidance are all possible reasons for this (e.g., Charsky, in
press; Van Eck, 2007), one major hurdle is the lack of good
research on games and learning (Van Eck, 2008). Compared
to other types of instructional systems, there are currently too
few experimental studies examining the range of effects of
gaming environments on learning, and a corresponding lack
of theory and practice for their design and implementation.


In their seminal book, Rules of Play, Salen and
Zimmerman (2004) define a game as “a system in which
players engage in an artificial conflict, defined by rules,
that results in a quantifiable outcome” (p. 80). In addi-
tion to conflict, rules, and outcomes, Prensky (2001) in-
cludes goals, feedback, interaction, and representation
(or story) into the mix of essential game elements.
Pulling from each, our list of educational-game “must
haves” includes: (a) conflict or challenge (i.e., a problem
to be solved), (b) rules of engagement, (c) particular
goals or outcomes to achieve (which often includes
many subgoals), (d) continuous feedback (mostly im-
plicit, but may be explicitly cognitive and/or affective),


Anyone who makes a distinction between games and learning doesn’t 
know the first thing about either.


—Marshall McLuhan
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(e) interaction within the environment, and (f) com-
pelling story line. These game elements are actually
quite similar to those underlying good instructional
design, which we hope will be clear by the end of the
chapter.


Because this chapter is housed within a book on
instructional system design (ISD), our focus is on games
designed for educational purposes. Specifically, we limit
the scope of our discussion to interactive, digital games
that are intended to support learning and/or skill acquisi-
tion. We’ll refer to these systems as educational games,
and those who play them as students (to emphasize our
educational focus).


This chapter consists of three main parts. First, we
describe theories about and features of games that make
them so engaging and thus suitable as instructional
vehicles. Second, we examine the architectural elements
and functionality needed in games to enable them to
support learning, using a case study to illustrate our point.
Third, we describe stealth assessment—an evidence-
based method and set of tools that enable us to assess
learning during game play while not disrupting the fun or
state of flow. We conclude with a view toward the future
of games-and-learning research.


Games and Play Theory
The question of what makes a game fun to play is very
similar to the question of what makes a joke funny. On one
level, we all know the answer, but articulating it well, if at
all, is surprisingly difficult. In one episode of the television
show, Star Trek: The Next Generation, Commander Data
decided to confront the question “What makes something
funny?” As an android who aspired to become human, this
question was very perplexing to him and he set about an-
swering it as a programmed machine, or a very analytical
engineer might, by breaking the construct “funny” into all
of the conceivable rules. Mr. Data erroneously tried to
come up with a grand “if/then” tree for “funny” (i.e., if I
say this, then say that, in this way, etc., then it is funny). In
contrast, the best answer, to paraphrase Garrison Keillor, is
that something is funny simply because people laugh. We
can chuckle at Mr. Data’s misguided attempt, but many
people in the ISD field seem to be following a similar rule-
based “engineering” path to try to understand how to
design a game that is fun and also leads to learning. Simi-
lar to Keillor’s definition of funny, a game is fun to play if
people enjoy playing it. More specifically, we argue that a
game is engaging, or fun to play, if it triggers the play
phenomenon in the player. So, we must take some time to
understand the play phenomenon. Fortunately, much
research has been done on play from a multitude of


disciplines, such as education, psychology, sociology, and
anthropology.


Making play an objective of an educational game re-
quires a paradigm shift for most designers—one that is
very learner-centered and constructivist in nature. To
understand this paradigm, you need to understand the
difference between merely playing a game and being “at
play.” The former can be mandated by a teacher to
students, or a trainer to a group of employees, and these
participants can dutifully “play the game.” That is, one
can watch and track their behavior or performance from
beginning to end and even declare that one or more has
won the game. However, these individuals may never
have been “at play,” meaning that they never entered the
conceptual cognitive or cultural space in which play
occurs (Huizinga, 1950).


So, what is play? Everyone reading this chapter al-
ready knows what play is and you yourself have probably
experienced it within the last 24 hours, even though you
may resist, as many adults do, in using the word “play” to
describe it. It probably happened during your leisure time,
although if you are fortunate to love your job, it may have
happened at work. It was definitely something you wanted
to do and you would say that you did it voluntarily. You
found the activity intrinsically motivating and so you
were not concerned about “getting something” out of it.
You were also doing something actively and probably
physically. Finally, you were likely in a state where you
were not conscious of yourself or of your place in the
world, but rather felt wholly absorbed in the activity. This
state also carried a feeling of being very free from risks.
You felt free to try new things or to experiment with dif-
ferent ways of doing or thinking—after all, it was only
play. Your awareness of time likely disappeared and you
were probably surprised by how much time had passed
when the activity had ended (see Pellegrini, 1995; Rieber,
1996; and Sutton-Smith, 1997 for formal definitions
and attributes of play). Some of you may have experi-
enced play while engaged in a hobby, such as gardening,
woodworking, photography, painting, or some craft.
Others may have experienced it while caring for a son or
daughter and enjoying each other’s company. Yet others
experienced it while reading a book, playing a musical
instrument, or playing a video game. A lucky few have
experienced it while writing a chapter in a book.


Educators and other educational stakeholders (e.g.,
parents, state legislators) are quick to ask—What good is
play? Does it lead to some productive outcome or result?
The seminal work of Jean Piaget remains an important
starting point for such questions (Phillips, 1981; Piaget,
1951). Piaget felt that play and imitation were core and
innate human strategies for cognitive development. With
play, a child could rehearse a newly formed concept to
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make it fit within what they already knew and understood
(assimilation). As a child experiences or encounters new
events, activities, ideas, or rituals, imitation is used to
build entirely new mental models (accommodation). The
child continues in this way to achieve an orderly balanced
world while constantly confronting a changing, shifting
environment. Just as the mental processes of assimilation
and accommodation continue throughout life, so too do
play and imitation remain important cognitive tools for
people from childhood through adulthood.


There are other examples of research literature, while not
overtly aligning with play, that are clearly in the same camp.
The research on self-regulated learning (Zimmerman, 1990,
2008) is one example, especially with its emphasis on an
individual actively working toward goals within intrinsic
motivating activities. However, the attributes of flow theory
proposed by Csikszentmihalyi (1990) are the most similar
to that of play, especially in the context of game design.
For example, flow theory specifically addresses the need to
optimize challenge, so as to continually avoid anxiety and
boredom. Activities that induce flow have clear goals,
coupled with clear and consistent feedback about whether a
person is reaching these goals. Another important attribute
of flow is that it takes effort to attain a state of flow, requiring
a clear and deliberate investment of sustained attention.


The psychologist Brian Sutton-Smith (Sutton-Smith,
1997) has proposed many ways to think about play—
what he calls the rhetorics of play. Among the most al-
luring of these rhetorics for educators is the idea that play
leads to something productive (i.e., play as progress).
However, Sutton-Smith refers to the ambiguity of play in
being able to “deliver the goods.” Although there are tan-
talizing reasons for believing that play is by and large a
good thing, one should be very careful in attributing pos-
itive results directly to it. There is evidence that positive
outcomes and play go together (i.e., correlational ef-
fects), but one cannot say that play caused these out-
comes. Another ambiguity of play is that experiencing it
itself may be its own reward and that the goal of getting
something out of play is misguided. But, the presence of
the play state may at least be evidence that the person is
in a good state for subsequently experiencing cognitive
and social growth and this alone may be good enough
reason to make play a goal for any learning environment.


A developmental theory of play and its role in the
human life cycle comes from the renowned child psychol-
ogist David Elkind (2007). His theory is quite different
from that of Brian Sutton-Smith. Elkind’s theory posits
three instinctual drives that are the root of all human
cognition and behavior throughout a person’s lifetime:
love, work, and play. Love refers to a person’s disposition
to express one’s desires, feelings, and emotions. Work
refers to a person’s disposition to adapt to the demands of


his or her physical and social worlds. Play, modeled after
that of Piaget, is a person’s need to adapt the world to one’s
self and create novel learning experiences.


To become a well-adjusted person living compatibly
within a complex social system, one must balance the
demands and goals of each of these three elements in
ways that change throughout life. For example, we begin
life with play dominating our experiences, but then work
dominates us as we proceed through the early elementary
school years. Love and play, though diminished, do not
disappear, but take on a supporting role to work. In ado-
lescence, love dominates, but again with the other two
supporting it. Love, work, and play become fully separate
in adulthood, but each can be manifested in combination
with the others. Bringing love, work, and play into har-
mony with each other at points throughout one’s life is an
important goal and one that parents and teachers (and
instructional designers) should work to facilitate. Achiev-
ing a balance between love, work, and play is similar to
Csikszentmihalyi’s concept of psychological growth
during flow (Csikszentmihalyi, 1990), where an individ-
ual becomes more complex or advanced by balancing the
need to be a unique individual with a unique identity
(differentiation) while at the same time feeling connected
to other people and social groups (integration). Further-
more, Elkind’s theory of the relationship between love,
work, and play can easily be mapped onto the current
interest in “twenty-first century” skills in which the
ability to work creatively and effectively with others shar-
ing a common goal or purpose is much valued.


This chapter is about digital, or computer, games for
learning. Among those conducting research in this
area, the prevailing interest tends to be focused on the
immersive games, such as massively multiplayer on-
line role-playing games, or MMORPGs. The technol-
ogy underlying these highly visual, persistent virtual
worlds is very impressive and the technical sophistica-
tion of these “high-tech” gaming environments can
only increase, leading to new game genres and models
of interaction which we cannot even imagine now.
Would-be educational game designers, however, would
do well to consider low (i.e., nondigital) and middle-
tech (i.e., the span of digital games up to high-tech
examples) approaches to gaming in addition to the
high-tech games, if only to understand that the funda-
mentals of a game extend outside of the specific tech-
nology of any single game. Regardless of the degree of
technology infusion in the game, we believe that the
play phenomenon is always eager to emerge.


Having laid a theoretical foundation for learning and
play in relation to educational games, we next examine
architectural issues, viewed through the lens of instruc-
tional system design.
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Game Architecture—A Case Study
To illustrate the learning principles and architectural
elements we have described, we present a case study of the
design of an educational game to teach scientific problem-
solving skills in the context of ecological problems facing
a mythical city. A more complete description can be found
elsewhere (see Van Eck, Hung, Bowman, & Love, 2009) as
space does not permit a full discussion here. Instead we
focus on some of the most significant elements of the
design process as it relates to our central thesis of good
games and learning. We begin by addressing the theory
and models that drove the design of the game, then
describe how those theories and models led to specific
game architectural elements. Finally, we discuss how the
learning principles outlined in the first part of this chapter
are addressed generally throughout the game.


In the game we describe below, students take on the role
of an apprentice environmental scientist trying to solve a
series of nine environmental “mysteries” within a mythical
city. In each scenario, the player interacts with individual
community members, an in-game mentor, a committee of
environmental experts, and a community council.


Theories and Models


Problem solving is largely context- and domain-specific
(e.g., Bransford, Franks, Vye, & Sherwood, 1989;
Brown, Collins, & Duguid, 1989), so problem solving
in one domain often fails to transfer to others. However,
repeated practice across multiple problems can im-
prove problem solving within a given domain (Gagné,
Wager, Golas, & Keller, 2005). Because good games
are engaging and interactive, they can potentially pro-
vide repeated problem-solving practice. In addition, be-
cause games are frequently cited as examples of
situated problem-solving in general (Gee, 2007, Van
Eck 2006), and in domains like science specifically
(Gaydos & Squire, in press), it should be possible to de-
sign a game to promote scientific problem-solving
skills. Van Eck and colleagues set out to design such a
game (Van Eck et al., 2009).


Any such endeavor must be driven by theory and
instructional design principles, and do so in a way that is
sensitive to the ludic (play) nature of games. Researchers
(e.g., Hung, 2006; Jonassen, 1997, 2000, 2002; Jonassen &
Hung, 2008) have made advances in both the delineation
and definition of problem types and models for designing
effective problems. The first challenge the designers faced
for this game, then, was to identify what was meant by
scientific problem solving, and how to design effective
problems for each game scenario.


Scientific problem solving. Scientific inquiry com-
prises two types of problem solving processes or methods:
“scientific” and “engineering” (se: Society for Science and
the Public, 2008). The scientific method is used to gather
information and answer questions about the problem itself,
and the engineering method is used to design, implement,
and evaluate solutions to the problem. The designers com-
bined these two approaches along with the National
Science Education Standards (1996) into a model for
scientific problem solving that will be described in more
detail later (see Figure 33.1).


Problem design. One of the key challenges for
problem-based learning is the design of good problems
(e.g., Lee, 1999). This, in turn, requires an understanding
of different problem typologies, their attendant cognitive
processing requirements, and the way each problem type
may be supported best by different types of gameplay
(see Hung & Van Eck, in press, and Jonassen, 2000, for
more on this topic).


The designers adopted the 3C3R model (Hung, 2006)
and the nine-step process for its application (Hung, 2009) to
guide the systematic design of effective problems. The
3C3R model consists of content, context, and connection
(the core components) which are primarily concerned with
the issues of appropriateness and sufficiency of content
knowledge, knowledge contextualization, and knowledge
integration. The 3C3R model also comprises what are called
processing components, which include researching, reason-
ing, and reflecting, to facilitate mindful and meaningful


1.    Identify the Problem


2.    Identify Cause and Source of Problem


3.    Identify Possible Solutions


4.    Evaluate Solutions


5.    Propose and Implement Final Solution


Engineering Method


Scientific Method
NCES–Science as
Inquiry Abilities


NCES–Science and
Technology Abilities


Game Scenario Steps Problem–Solving Method Standards


FIGURE 33.1 Alignment of Game Steps with Scientific Problem Solving.
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engagement. The 3C3R model and the nine-step design
process have been validated (Goodnough & Hung, 2008),
thus ensuring that the quality of the problems designed for
the game would be high.


Theory into Practice


We have articulated the theories and models the game
designers used to structure scientific problem solving and
to design problems within the game. We turn now to a
description of how the learning principles outlined in the
beginning of this chapter and the steps specified by the the-
ory and model for scientific problem solving led to specific
architectural elements within the game. We remind readers
that this list is not exhaustive and that a large body of
literature on games and learning exist and should be
consulted. Our purpose here is to illustrate some of the prin-
ciples as they can be instantiated within a gaming environ-
ment designed to promote learning.


Learning should be goal oriented. According to
Jonassen (2002), all good problems share two characteristics.
First, they have some kind of goal, or unknown. The goal/
unknown requires the generation of new knowledge. Second,
all problems should have some value to the learner in solving
them. Like problems, games have a goal/unknown, which re-
quires the learner to generate new knowledge. Games (at
least, good ones) also have a value to the learner in achieving
the goal. So a game that focuses on problem solving will, by
definition, be goal oriented.


The designers of the game in our case study specified a
series of nine problems to solve, each of which has its own
goal and solution strategies, so each problem is goal ori-
ented. These problems/scenarios are the means by which
the player achieves the overall goal of the game, which is to
become an initiate of the inner circle of scientists, so the
game itself is goal oriented. Finally, because different play-
ers have different goal orientations (e.g., performance vs.
mastery), several different strategies are possible in solving
the problems. For example, players can pursue side quests
such as solving a PH problem for a community pond.
Depending on the number and type of successful solutions
to these side quests, the player can earn different awards
such as Water Wizard or Earth Engineer. Thus, mastery
goal-oriented students can pursue multiple quests, while
performance goal-oriented students can pursue optimal
paths in the fastest time possible for social rewards. While
not central to the problems themselves, such features allow
for multiple goal orientations among players.


Learning should be contextualized. Everything a
player is asked to learn in an educational game should be
relevant and contextualized such that players should not


have to learn something that is not used, nor use something
they cannot learn. Thus, educational games employ con-
textualized learning. In our case-study game, scientific
problem solving is learned in the context of solving actual
problems that face citizens in a city rather than through
studying a set of rules, propositions, or heuristics, and
players/learners are only asked to do so when it is relevant
to the problem scenario they currently face. For example,
players do not need to know anything about neurological
effects of lead and other toxic elements until they are
trying to figure out why there has been an increase in
learning disabilities at a local school.


Learning should be active and interactive. Problems
in the twenty-first century, like the challenges in games, are
solved in a distributed, iterative fashion. Such problems are
often ill-structured and nonlinear, and require data gathering
from a variety of sources. Problems themselves are also rarely
presented in a complete fashion, but instead, often have
several elements missing. The problems for the game in this
case study were designed as a complete case first, then had
key elements removed. Those missing pieces were distributed
across multiple resources, including the mayor, reporter,
neurologist, school superintendent, mentor, committee of sci-
entists, PDA, and technical manuals and references. Solving
the problems requires that the player seek out different
resources throughout the game. Resources provide different
types of information, depending on where the player has been
and what information they currently possess. Thus, the game
provides multiple opportunities for interaction and requires
active participation for the player to solve the problem. This
is a common feature of commercial games and ensures that
the learner is an active participant.


Learning should provide adaptive challenge and
support. In order to provide varying levels of challenge
and support according to different levels of expertise, the
designers organized the nine problems in the game into
three levels of increasing complexity and decreasing sup-
port. The first three game scenarios (level 1) are designed
to be the easiest to complete and provide the most support.
The problems for levels two and three (each level contain-
ing three scenarios) are gradually more complex, require
more contributions from the learner, and are accompanied
by less support.


Like the problems themselves, support is also distrib-
uted and contextualized. The designers adopted Vygotsky’s
(1978) concept of scaffolding to provide the minimal sup-
port needed for learners to achieve at a level beyond their
independent ability. Scaffolding takes many forms within
the game, including dialog with the committee of eco-
scientists, interactions with the mentor/advisor and other
characters, the PDA, and various texts and references.
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Challenge and support are also adaptive in the sense that
behavior patterns and actions (like the evidence model that
we refer to in the final section of this chapter does) within
the game may trigger support or challenge options. For
example, too much elapsed time since the last action and
repeatedly exploring dead-end branches of the game may
trigger a communication from the mentor or an early sum-
mons by the ecoscientist committee. Likewise, completion
of optimal paths in short periods of time may result in fewer
offers of support from the mentor and/or a decrease in time
allowed for each scenario.


Learning should incorporate feedback. Every
action in the game results in some form of feedback, but the
nature of that feedback is again contextualized. Taking soil
samples at the schoolyard results in flag markers to indicate
the location and identifying number, which are later used to
identify the sample results returned from the testing labora-
tory. Speaking to characters always results in some form of
response, either as additional information (in which case the
player knows they are on the right track) or a canned
response like “I don’t have anything to add to what I’ve
already said” (in which case the learner knows that it’s time
to move on). What is key is that the feedback provides con-
textualized hints and prompts rather than direct answers or
instruction, and it is contextually sensitive to the game
narrative, problem, and environment.


Putting it all Together


We have described how the designers used theories and
models to articulate a game architecture, and discussed
how the learning principles we outlined in the beginning of
the chapter are contextually embedded in the game. We
now describe an initial step in the first scenario (about lead
pollution) to further illustrate the problem-solving process
and learning principles already described. This step is the
first of the five listed in the scientific problem-solving
model, shown earlier in Figure 33.1.


Identify the problem. The scenario opens with a TV
news story called “Learning Disabilities on the Rise?” The
news story talks about increased learning disabilities in
the schools. “Some people say learning disabilities are on
the rise” [quote from a prominent local educator], “but oth-
ers say we are simply better at detecting what has always
been there” [quote from the mayor]. “If disabilities are on
the rise, what’s causing the increase?” [quote from a
neurologist]. “Some say that the issue is quite compli-
cated, and what we are seeing is really an increase in
ADHD” [quote from the mayor].


The game mentor contacts the player and provides ba-
sic hints about possible next steps. The player gets names


of sources and additional background information from
the reporter. From this, the player devises a plan for
gathering more data by talking to different people. In
tracking down an educator at one school, the player
learns there have been increased numbers of learning dis-
abilities and that enrollment in special needs curricula
seems to be higher. After following up with another edu-
cator and the school superintendent, the player is told
there has not been an increase. The mayor believes it is
just the result of better testing, and that the school is
reporting higher learning disability cases as an excuse for
failing. A neurologist quoted in the news story says there
is no data or information on causes, and that she doesn’t
even know if there is a problem because she hasn’t seen
the research. Each conversation results in notes and facts
in the player’s in-game PDA for later reference. Once the
player has spoken with all the relevant people, the mentor
contacts the player to ask for a status report. The player
delivers this by selecting data and facts in the PDA notes
(from prior conversations) and placing the list of infor-
mation in order of relevance. In response, the mentor says
it sounds like it might be enough to warrant a trip to the
committee of eco-scientists.


The player and mentor then go to visit the eco-scientists.
During this meeting, the committee asks a series of ques-
tions designed to get the player to think critically about the
key aspects of the issue (as determined by the 3C3R model
in generating the problem for the game). The player must
again be selective about the data she’s gathered by check-
ing off the key facts and assigning relative weights to them.
The scientists ask questions about key factors not identified
by the player, and about factors that are identified but are
irrelevant to the problem. The player must choose from a
list of possible dialog responses (a common feature of com-
mercial games that has also been shown to be as effective
as the learner generating their own questions) designed to
force her to think about the information critically. If the
player successfully navigates this process, the committee
members begin to confer, but their conversation can be
overheard.


As the committee speaks, key facts show up in the
player’s PDA. The scenario proceeds, with the player hav-
ing to identify her approach, who she plans to talk to, and
how she’ll know if she’s on the right track. The player then
leaves the committee headquarters to collect additional
data; one educator shows increased enrollments in special
needs classes, while another does not. The superintendent
says there is an overall increase, but that it mirrors the gen-
eral population. If the player has already spoken to both
educators, an additional line of questions opens up with
the superintendent regarding changes at specific schools.
Following that line of questions prompts the superintend-
ent to provide a report of incidences by school, which the
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player can use to identify one particular school with a
“cluster” of cases. Following up with the neurologist, the
player learns the timeframe from contamination to neuro-
logical effects, and if the player has spoken to the educa-
tors and superintendent, an additional line of questions
about specific schools opens up. The player then returns to
the committee and the process continues.


This is approximately half of the first step, and each
successive step in the five-step model proceeds in a similar
fashion. It should be noted that what is described here is
only the optimal path and does not include all the possible
elements of the game play experience.


This case study shows how theory and practice from ISD
are important to the design of good educational games. One
final aspect of games-and-learning research that we want to
address is the issue of assessment. That is, given the design
and development of an educational game that is based on a
theoretical foundation, how can we determine if, in fact, the
game is succeeding in its goal of engendering deep,
meaningful learning relative to important competencies or
content? We now turn our attention to the important issue of
assessment within educational games, specifically “stealth
assessment” intended to accurately and dynamically mea-
sure how students are progressing, while not interrupting the
fun of the game.


Assessment in Games
In games, as players interact with the environment, the
values of different game-specific variables change. For
instance, getting injured in a battle reduces health and
finding a treasure or other object increases your inventory of
goods. In addition, solving major problems in games per-
mits players to gain rank or “level up,” such as getting the
thumbs-up from the committee of ecoscientists described in
the aforementioned case study. One could argue that these
are all “assessments” in games—of health, personal goods,
and rank. But now consider monitoring educationally rele-
vant variables at different levels of granularity in games. In
addition to checking health status, players could check their
systems-thinking, creativity, and teamwork skills, where
each of these competencies is further broken down into con-
stituent knowledge and skill elements. If the values of those
skills got too low, the player would likely feel compelled to
take action to boost them.


One main challenge for educators who want to employ
or design games to support learning is making valid
inferences—about what the student knows, believes, and
can do—at any point in time, at various levels, and with-
out disrupting the flow of the game (and hence engage-
ment and learning). One way to increase the quality and
utility of an assessment is to use evidence-centered design
(ECD), which informs the design of valid assessments and


yields real-time estimates of students’ competency levels
across a range of knowledge and skills (Mislevy,
Steinberg, & Almond, 2003). Accurate information about
the student can be used as the basis for (a) delivering
timely and targeted feedback as well as (b) presenting a
new task or quest that is right at the cusp of the student’s
skill level, in line with flow theory and Vygotsky’s zone of
proximal development. ECD will be described in more de-
tail, shortly.


Given the goal of using educational games to support
learning in school settings (and elsewhere) we need to ensure
that the assessments are valid, reliable, and also pretty much
invisible (to keep engagement intact). That’s where “stealth
assessment” comes in (see Shute, Ventura, Bauer, & Zapata-
Rivera, 2009). During gameplay, students naturally produce
rich sequences of actions while performing complex tasks,
drawing on the very skills or competencies that we want to as-
sess (e.g., specific scientific inquiry skills). Evidence needed
to assess the skills is thus provided by the players’interactions
with the game itself (i.e., the processes of play), which may
be contrasted with the product(s) of an activity, comprising
the norm within educational and training environments.


Making use of this stream of evidence to assess students’
knowledge, skills, and understanding (as well as beliefs,
feelings, and other learner states and traits) presents
problems for traditional measurement models used in as-
sessment. First, in traditional tests the answer to each ques-
tion is seen as an independent data point. In contrast, the
individual actions within a sequence of interactions in a
game are often highly dependent on one another. For exam-
ple, what one does in a particular game at one point in time
affects subsequent actions later on. Second, in traditional
tests, questions are often designed to get at one particular
piece of knowledge or skill. Answering the question
correctly is evidence that one may know a certain fact: one
question—one fact. But by analyzing a sequence of actions
within a quest (where each response or action provides
incremental evidence about the current mastery of a specific
fact, concept, or skill), instructional environments are able
to infer what learners know and do not know overall. Now,
because we typically want to assess a whole cluster of skills
and abilities from evidence coming from learners’ interac-
tions within a game, methods for analyzing the sequence of
behaviors to infer these abilities are not as obvious. As
suggested earlier, ECD can address these problems.


Evidence-Centered Design


The fundamental ideas underlying ECD came from Messick
(1994) and were then formalized by Mislevy and colleagues
(e.g., Mislevy & Haertel, 2006; Mislevy, Almond, & Lukas,
2004; Mislevy, et al., 2003). A game that includes evidence-
based assessment must be able to elicit behavior from the
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students that bears evidence about the targeted knowledge
and skills (i.e., the competencies), and it must additionally
provide principled interpretations of that evidence in relation
to the purpose of the assessment. Figuring out these variables
and their interrelationships is a way to answer a series of
questions posed by Messick (1994) that get at the very heart
of assessment design generally, and ECD specifically.


Competency model. What collection of knowledge
and skills should be assessed? A given assessment is meant
to support inferences for some purpose (e.g., grading,
diagnosis, guidance for further instruction). Variables in the
competency model (CM) are usually called “nodes” and de-
scribe the set of knowledge and skills on which inferences
are to be based. The term “student model” is used to denote
a student-instantiated version of the CM—like a profile or
report card, only at a more refined grain size. Values in the
student model express the current belief about a learner’s
level on each variable in the CM. For instance, in the case
study described earlier, suppose that a student was seriously
struggling with stating a hypothesis about an environmental
problem. The relevant node in the “scientific inquiry” com-
petency model would be “hypothesis generation” and may
be estimated as p (HypothGen is LOW given current set of
evidence) � 0.85 (presuming a set of three discrete levels:
low, medium, and high). This level of skill is about the right
grain size for diagnosis and instructional support.


Evidence model. What behaviors or performances
should reveal those competencies? An evidence model
expresses how the learner’s interactions with, and responses
to a given problem constitute evidence about CM variables.
The evidence model (EM) attempts to answer two questions:
(a) What behaviors or performances reveal targeted compe-
tencies? and (b) What is the functional (or statistical)
connection between those behaviors and the CM variable(s)?
Basically, an evidence model lays out the argument about
why and how the observations in a given task situation
(i.e., learner performance data) constitute evidence about CM
variables. In the hypothesis-generation estimate above, the
evidence model calculates the probabilities, per competency,
given a learner response or sequence of actions as input.


Task model. What tasks should elicit those behaviors that
comprise the evidence? Task-model variables, used in typi-
cal assessment design, describe features of situations that
will be used to elicit performance. A task model (TM) pro-
vides a framework for characterizing and constructing situa-
tions with which a student will interact to provide evidence
about targeted aspects of knowledge related to competencies.
Task specifications establish what the learner will be asked
to do, what kinds of responses are permitted, what types of
formats are available, and so on. The main purpose of tasks


or quests is to elicit evidence (which is observable) about
competencies (which are unobservable). For stealth assess-
ment in games, we use the term “action model” instead
of task model. This reflects the fact that we are dynam-
ically modeling students’ action sequences. These action se-
quences form the basis for drawing evidence and inferences
and may be compared to simpler task responses as with typ-
ical assessments. The action model in a gaming situation
defines the sequence of actions, and each action’s indicators
of success. Actions represent the things that students do to
complete the quest or solve a problem. To continue with the
hypothesis-generation example, the game would need to
have the means for a learner to input their hypothesis, as well
as rubrics for scoring them.


In games with stealth assessment, the competency model
for a given student dynamically accumulates and represents
belief about the targeted aspects of skill, expressed as
probability distributions for competency-model variables
(Almond & Mislevy, 1999; Shute et al., 2009). Evidence
models identify what the student says or does that can
provide evidence about those skills and express in a psycho-
metric model how the evidence depends on the competency-
model variables (Mislevy, 1994). Task or action models
express situations that can evoke required evidence. One
effective tool that has been used in such competency and
evidence modeling efforts is Bayesian networks. That is,
Bayes nets may be used within student models to handle
uncertainty by using probabilistic inference to update and
improve belief values (e.g., regarding learner competencies).
Examples of Bayes net implementations for student models
may be seen in Conati, Gertner, and VanLehn (2002); Shute,
Graf, and Hansen (2005); and VanLehn et al. (2005).


In short, using ECD and Bayes nets to craft stealth
assessments embedded directly in the game along with
automated data collection and analysis tools, can not
only collect valid evidence of students’ competency
states, but also reduce teachers’ workload in relation to
managing the students’ work (or “play”) products. If a
particular game was easy to employ and provided inte-
grated and automated assessment tools, then teachers
would more likely want to utilize the game to support
student learning across a range of educationally valuable
skills. Stealth assessment is intended to help teachers
facilitate learning, in a fun and engaging manner, of edu-
cationally valuable skills not currently supported in
school. It also, of course, is intended to facilitate the flow
state for students engaged in gameplay.


Summary and Conclusion
Our goal for this chapter was to begin to connect the dots
between games and learning. Toward that end, we de-
scribed how well-designed games provide an environment
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FIGURE 33.2 Relationships Among Factors Relating to
Games and Learning.
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in which people are more receptive to learning, especially
as compared to traditional environments like the class-
room (see earlier discussion on Piaget’s and Sutton-
Smith’s theories). We compiled a list of elements
comprising a “well-designed” game, including problems
to solve, rules of engagement, objectives or outcomes,
feedback, interaction, and story line, which we linked to
good instructional design (e.g., providing feedback and
opportunities for interaction). Next, we presented a case
study illustrating many of those elements within an educa-
tional game. Finally, we noted the importance of explicitly
connecting games’ processes and outcomes to education-
ally valuable competencies to maximize the odds of games
being used in educational contexts. Our final section on
stealth assessment was intended to highlight the need for
accurate, dynamic assessment and diagnosis of education-
ally valuable skills during gameplay. We discussed how
stealth assessment can support instructional decisions
while operating beneath the radar in terms of monitoring
and measuring these competencies. See Figure 33.2 for an
illustration of these relationships.


This chapter can be viewed as the beginning of a
gaming-for-learning model that supports new competencies,
and incorporates socioconstructivist learning theory, flow
theory, play theory, principles of instructional design, and
stealth assessment. Fleshing out such a model (comprising
future research) would help us to identify specific game-
design elements, their interactions with one another, with
the learner(s), and with the content and competencies be-
ing supported. For instance, does the type and timing of
feedback differentially affect learners or types of learners?
Is it better to explicate goals or design them to be emergent
or induced? Does that decision about goals depend on the
learner and/or the content being instructed? What is the
best grain size of competencies to monitor in a game to
maximize learning? And similarly, how can we optimally
match the level of a challenge to a learner’s competency
level (i.e., at the cusp of do-ability)? For many of these
research questions, learning theory may inform design
elements that facilitate the students’ in-game experiences
and enhance learning within and from educational games.
The gaming-for-learning model itself may be used to


design and analyze a variety of educational games an-
swering general questions such as: what works, for whom,
to what degree, under which conditions, and for what com-
petencies or domains?


In conclusion, well-designed games are a potentially
powerful vehicle to support learning—particularly in re-
lation to new competencies not currently embraced by our
educational system but needed to succeed in the twenty-
first century (e.g., work productively within diverse
teams, identify and solve complex problems with innova-
tive solutions, communicate effectively, think critically,
use technology efficiently, understand system dynamics,
and engage in evidence-based reasoning). There are sim-
ply too few experimental studies examining the range of
effects of gaming environments on learning (e.g., Van
Eck, 2007). We believe that the new games-and-learning
research stream is highly relevant and important to the
field of ISD, which can both inform and be informed by
the research.


We close as we began with a relevant quote.


“Games are thus the most ancient and time-honored
vehicle for education. . . . We don’t see mother lions
lecturing cubs at the chalkboard; we don’t see senior
lions writing their memoirs for posterity. In light of
this, the question, ‘Can games have educational
value?’ becomes absurd. It is not games but schools
that are the newfangled notion, the untested fad, the
violator of tradition.”


—Chris Crawford


Summary of Key Principles


1. Good games trigger the play phenomenon in the
players.


2. Good games for learning, like all good learning
activities, should be active, goal-oriented (with goals
valued by the players), contextualized, and designed
with adaptive challenge and support.


3. The fundamentals of designing a good game for
learning extend beyond any specific technology for a
single game.


4. Principles of instructional design and problem-based
learning can support and inform the design of good
games for learning.
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5. Good games for learning provide opportunities for
real-time, unobtrusive (stealth) assessment leading to
evidence-centered design making it possible to
deliver timely and targeted feedback to players and
present new game tasks that are at the upper
boundary of the student’s skill level.


6. The ability to work creatively and effectively with
others toward a common goal is an important
twenty-first-century skill that is emphasized in
good games.


1. Try to design a nondigital game with everyday
objects found in your home or classroom (e.g.,
paper cups, paper clips, ping pong balls, etc.). Ask
a friend or two to play it, then ask them if they
think the game is any fun. Ask them for ideas to
improve the game. Using any of their ideas, and
those you thought of, redesign the game and ask
another group of friends to play this new version.
Is the game more fun? Try to list or chart out the
design process you experienced. Does the game
have any value for learning? If not, what is
missing?


2. Choose a learning theory that you feel is
compatible with games. What kind of game
(MMORPG, puzzle game, adventure game, first-
person shooter, etc.) do you think it would be most
compatible with? Why? What are the design
implications of adopting that theory for a given
game? Name one example of a specific design


element in a game that was designed according to
your theory.


3. In the game architecture case study of this chapter,
the authors described some of the architecture of a
game under development. What would you do to
ensure the game is as engaging as it is effective?
Design a formative evaluation protocol for
assessing engagement, including the different
audiences and mechanisms by which you would
evaluate engagement and make design
modifications.


4. Using the game described in the architecture case
study, describe an approach to stealth assessment
that could be built into the game. Be specific in
addressing how it aligns with some learning
outcome, how you would measure it, how you could
integrate it surreptitiously, and how it could be used
for assessment, to modify game performance in
some way, or both.
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Craig (a pseudonym) is a U.S. Coast Guard officer whowas in one of our instructional design graduate classes
not long ago. After going through orientation in Second
Life (SL), he and other students in the class were given a
list of links of places to visit in this 3-D virtual world and
asked to just explore the environment and report back on
their impressions. Below are his impressions.


I looked at Second Life as a high-fidelity media
format. I really didn’t see it as a place for interac-
tive learning. Whenever I went somewhere on Sec-
ond Life I was pretty much by myself. I’d go to a
museum and there were no other avatars around.
I’m walking around and I’d think “What’s the
point? I created this avatar and I’m making it sit in
a chair and now I’m watching this PowerPoint
presentation or video. I could have done that on the
Internet anyway.”


Yesterday, I had an epiphany. I was at a museum
and this girl flies by. So, I thought maybe I’ll follow
her around and maybe I’ll get an idea of the benefits
of it. After a short bit she came over to me and
started a conversation. I was a little nervous about
that—I’ve never talked to anyone online. I wasn’t
sure how that was going to go. But we introduced
ourselves and talked about what we were doing there
and I realized that she was really into this Second
Life business.
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So, I asked her, “What’s the point? What do you do
in Second Life?”


She said, “Well I can take you to a racetrack and
we can race cars. Or I can show you what it’s like on
the moon or an African savanna.”


So, I said. “Take me somewhere. Show me
something.”


The way it worked was that she’d go somewhere
and send me an offer to teleport where she was in SL.
Then, for example at a race car track she brought out
a race car, and I’d ask her “How do you do this?” and
she’d explain it to me while we were standing there
and it got really interactive.


One of the first things she said was, “If you are
going to hang out with me you’ve got to change your
appearance” because I guess I looked like a newbie.
So the first thing we did was to go shopping. But, this
is where I had this insight about Second Life. Without
an instructor in-world, it IS just another media.
Whether that is a real person behind an avatar or
maybe in the future using artificial intelligence, that is
the key to Second Life.


When we went shopping, she could see my avatar
and react as you might outside of the virtual environ-
ment. She could ask me to pick up a box to my right
and I might be looking to my left and she’d say, “No,
to your right. There it is on the floor.” She was able to
provide immediate feedback because she knew exactly
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what I was doing. The fidelity is pretty good in some
places, and in others it’s not there yet. I went to a
marine aquarium where two-dimensional fish swam
by so some of the fidelity needs work yet.


She said she was from New Jersey, so that brought
home to me how remote users are able to get together.
We met a friend of hers from London and I’m working
from Mobile, Alabama. So, we’re all working together.
I was immersed in the activity. Once I was interacting
with this person I found myself in-world for about two
hours more than I intended. The time flew by.


Craig’s first solo venture was representative of many
early experiences in Second Life. For Craig, the virtual 
3-D presence was not enough. He didn’t see the point of
exploring virtual ghost towns no matter how clever they
were. When he developed a social interaction with some-
one more knowledgeable, his experience changed. He
referred to this avatar as an “instructor” even though that
clearly was not her formal role. The social interaction with
this “instructor” and her friend from remote locations and
time zones was key to his learning experience. One of the
first activities Craig’s new friend did was to encourage him
to change his avatar’s clothes from some that identified
him as a “newbie” (outsider) to clothes that affiliated him
with the new affinity group of Second Life users. The virtual
presence of the simulated environment was also important.
Their interaction about the location of the box would be
more complicated outside of a virtual world with its ex-
plicit environmental clues. The fidelity of the environment
mattered, as illustrated by the comment about the 2-D fish
in a 3-D aquarium, but it was less critical. It was social
interaction that fueled the immersive experience into what
Craig referred to as a “high-fidelity media format.”


Defining Virtual Worlds
Virtual worlds or multiuser virtual environments (MUVEs)
are characterized by 3-D virtual environments that simulate
real-world objects and interactions and are available to
multiple users simultaneously, on a global basis (Dede,
Dieterle & Clarke, et al. 2007;). The main attributes of
virtual worlds include:


• A shared space online that many people can enter
at once.


• A visual representation of space (either 2-D or 3-D) in
and through which users can move.


• Users can immediately interact with or alter their
surroundings.


• The world persists online whether or not a user is
logged-in.


• Communities and groups are encouraged.


Examples of virtual worlds include Second Life, Reaction
Grid, ActiveWorlds, The Sims Online, IMVU, Blue Mars,
and a myriad of other worlds, both public and privately
owned.


One common difference between virtual worlds and
other online games is that virtual worlds typically do not, at
the outset, have a specified set of goals for users to achieve.
Also, unlike most online games, virtual worlds offer a
situation in which users can define and establish their own
environments—building or adding tools and objects as
needed. After entering a virtual world, users can establish
goals and objectives (such as in a role-play or simulated
scenario). The virtual world program itself does not impose
goals upon users—they are user-created to fulfill a given
need and/or goal. Aldrich (2009) offers a unifying view-
point, placing games, simulations and virtual worlds along
a continuum of HIVEs (highly interactive virtual environ-
ments). He points out, however, that many organizations
buy into virtual worlds, thinking that they will be delivered
a simulation when, in fact, it takes rigorous design and
implementation to achieve a good, solid simulation in a
virtual world. Virtual worlds and simulations, he reminds
us, while being related are not synonymous.


Virtual worlds can serve a variety of purposes. Some
virtual worlds are little more than 3-D chat rooms. The now
defunct Google Lively took on this role but was short-lived
due, in part, to users wanting more options than a simple 
3-D chat. Other users point out the usefulness of virtual
worlds in allowing those with disabilities or illnesses of
many types to participate in a community outside of their
homes or hospitals (Frenkel, 2009; Moore, Wiederhold,
Wiederhold, & Riva, 2004). Still others look at virtual
worlds as a means of providing their students with a con-
tinuing sense of connection to their university in the midst
of a diaspora after natural disasters, such as major hurri-
canes like Katrina or Andrew (Pope, 2007). Larger virtual
worlds that reach multiple nations around the globe can act
as virtual travel tools, useful for immersive language and
cultural as well as archaeological and historical studies.
Virtual worlds with their own economy and currency can be
used by those wanting to learn how to run a business,
without the large investment necessary for a real-world
business. Schools such as MIT, the University of Texas, and
the University of Southern California have all used virtual
worlds to train business and marketing students.


Strengths and Challenges of Virtual
Worlds to Support Learning
It is relatively common to see rambling lists of strengths
and challenges of virtual worlds (VWs) in the literature.
Many of these lists are anecdotal. Not to be outdone by our
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TABLE 34.1 Some strengths and challenges of virtual worlds


Strengths Challenges


• Experiential learning/role-play (Jarmon, et al., 2009)
• Immersion (Bardzell & Odom, 2008)
• Social research (Castronova & Falk, 2009)
• Platform for online learning (Kemp, et al., 2009)
• Diversity of world views through virtual social


relationships (Steinkuehler & Williams, 2006)
• Active low-stakes market system (Malaby, 2006)
• Decrease in student anxiety over learning tasks 


(Hansen, 2008)
• Social networking and community-building, 


engagement (Dawley, 2009)
• Ability to build/construct environment
• Game-like play (Global Kids, 2007)
• Move from text to visual and audio modalities
• Environmental audio and voice chat
• Inexpensive costs
• Experimentation with individuality
• Machinima (in-world film capture) of learning 


events and activities (Global Kids, 2007)


• Preparation needed to integrate in courses (Boulos,
Hetherington, & Wheeler, 2007; 2007, Berge, 2008)


• Inappropriate behavior and addiction (Boellstorff, 2008;
Bugeja, 2007)


• Keeping students on task and free of distractions (Hansen,
2008)


• System bugs and downtime (Brandon, 2007)
• Virtual ghost towns (Schroeder, Huxor, & Smith, 2001)
• Upping the technological ante
• technical issues—bandwidth, firewalls, access, voice vs. text


(Berge, 2008)
• Requires synchronous interaction (usually)—or physical


reactions to virtual worlds
• Orientation to mechanics of virtual world necessary 


(Bedford, Birkedal, Erhard, Graff, & Hempel, 2006; Boulos,
Hetherington, & Wheeler, 2007; Lui, 2006; Bennet, 2008)


• Limited empirical support (Hansen, 2008)
• Multiple types of interfaces (or viewers) can make 


newcomers confused
• Grieving activities in open classrooms take time out 


of learning time (Bugeja, 2007)
• Lack of integration with mainstream accessibility software


(Boulos, Hetherington, & Wheeler, 2007; Kemp & 
Livingstone, 2006)


colleagues, we have provided a modest nonexclusive list of
our own. In Table 34.1 we have referenced sources that au-
thoritatively argue or provide research evidence regarding
these factors. It is very clear, however, that many attributes
of virtual worlds are somewhat dependent on current or
near future technology that will change quickly. More im-
portantly, virtual worlds have expansive parameters. They
are less limited by practical barriers to the imagination.
Perhaps not today, but surely tomorrow, if you can dream
it can be created. The elimination of physically harmful or
dangerous consequences is an attractive and necessary
component of procedural training and grounded educa-
tion. Critical skills can be modeled in synchronous or
asynchronous worked examples and practiced in a low-
stakes three-dimensional setting before transfer to real-
world surroundings. The physical location of the learner is
of little import in virtual worlds so, global and cultural
amalgamates are frequent.


Challenges specifically related to technology (e.g.,
bandwidth limitations) are being addressed vigorously and
can be considered short-term inconveniences. Others, such
as virtual ghost towns (VW environments with no avatars),
are long-term challenges that accompany the adoption of
these types of innovations. Consequently, the focus of


many educators and researchers highly engaged in SL
tends to be related to virtual social presence or construc-
tion aspects of simulations.


The focus of many educators and researchers highly
engaged in virtual worlds tends to be related to virtual
social presence or construction aspects of simulations.
Collaboration is rampant in virtual worlds. Social anxi-
ety and social boundaries are lower. Social engagement,
role modeling, and dynamic feedback are unmistakably
present in many of the best examples of learning expe-
riences in VWs. Likewise, available tools in the best vir-
tual worlds allow for ingenious construction at low or
no cost. Importantly, simulation builds are reproducible
at a practically infinite rate with no additional repro-
duction costs. At present, these are the areas where the
advantages for education and instructional design are
immediately apparent. Virtual worlds are laboratories
that, increasingly, will allow creative educational per-
spectives to be experienced. If, as some believe, the
common job of any designer (graphic, instructional,
architectural, social, interior, mechanical, etc.) is to cre-
ate order, virtual worlds start with few assumptions. If
they choose, designers can begin with a clean slate and
investigate completely new notions of design with little
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possible loss beyond time and effort. The environment
is so highly social that as really imaginative ideas
emerge we can expect a viral movement toward their
adoption. In a nutshell, virtual worlds increasingly have
the ways and means.


A less encouraging perspective is expressed by a
growing number of technological curmudgeons who
emphasize the game aspects of virtual worlds and link
electronic games with limited quantitative support for
improved outcomes in the research literature. Some of
these individuals have long experience researching or
theorizing about computer-based self-study materials,
typically in technical or scientific content areas. The em-
phasis on clinical trials and comparison studies to view
the summative value of virtual worlds and educational
video games is exemplified by Clark (2007) who con-
tends that, “evidence clearly indicates that games do not
teach anyone anything that cannot be learned more
quickly and less-expensively some other way” (p. 58).
The issue of whether or not Clark’s “some other ways”
are synthetic learning outcomes (decontextualized pro-
cedures, concepts, or knowledge) is only infrequently a
feature of these critiques.


Virtual tourism is a very common way for educators to
acclimate to virtual worlds such as SL. This is a new set-
ting. There really is no substitute for seeing, hearing, and
experiencing simulations firsthand. To design for the affor-
dances of virtual world environments and elemental learn-
ing outcomes, instructional designers must understand and
observe what learners are actually able to do there. Like any
exploration, real or simulated, planning is important. One
of a number of categorical schemes that can help organize
this process was used by the idiosyncratically named
SaLamander Project. This collaborative group of educators


offered examples of nine types of learner engagement in SL
(Table 34.2). Although the number and utility of examples
currently offered by the SaLamander Project are quite
limited, the general approach of using multiple examples to
illustrate types of engagement is sound especially in a
virtual world as vast as Second Life. Instructional design-
ers have known for some time that exploring example
categories is an excellent method for acquiring complex
concepts (Merrill, Tennyson, & Posey, 1992). Classifying
examples of virtual learning environments this way is
certainly one approach to help educators approach the
question, “How can we use virtual worlds in education?”


Take, for instance, an experiential learning sim1 by the
UC Davis Virtual Hallucinations Project in Second Life. This
simulation is based on the real-life experiences of two
specific people with schizophrenia. The designers used
interviews and design feedback to reproduce these patients’
experiences. Visiting avatars can choose to experience audi-
tory or visual hallucinations. The design approach employs
experiential learning engagement by recreating symptoms of
disordered thought, irrational feelings of being chased by the
police, and so forth. A primary design intention is to afford
participants a sense of how intrusive schizophrenia can be.
Although this simulation and others with a similar perspec-
tive may look primitive in a few years, it is an educationally
creative environment that is much closer to the “real thing”
than simple descriptions. However imperfect, it is a clear
example of a virtual world directly engaging learners with
another person’s specific experiences versus a verbal expla-
nation of those experiences.


1A “sim” can have multiple meanings. In this instance, we are referring
to a defined region or place in a virtual world. In some cases, it refers to
the hardware in which the simulation resides.


TABLE 34.2 Learner engagement types from SaLamander Project Wiki


Experiential Learners are immersed in the recreation of an experience or phenomenon.
Role-play Second Life builds intended (or useful) for taking on a particular role for educational and/or 


entertainment purposes.
Diagnostic Second Life builds that engage the learner by asking questions that ascertain their knowledge through


quizzes, prompts, or other assessment methods.
Problem solving Second Life builds with the intention that the learner solve a problem or some kind.
Demonstration Second Life includes demonstrations and presentations of information are provided as in museums,


galleries, presentations, etc.
Collaborative Second Life provides locales and activities that demand and/or encourage a certain level of cooperation


and collaboration.
Constructive Second Life has learning locations and activities that engage the learner in creating objects and building


things themselves.
Skill building Second Life learning locations focus on the development of skills (real world or Second Life).
Gaming Second Life learning engages the learner in a goal-oriented, structured task with defined rules, elements


of “fun,” and an uncertain outcome.
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Theoretical Bases
Faced with a new, weird, and wonderful environment for
learning, many of us look for entirely new theories to explain
how we learn there. Question—If you were suddenly trans-
ferred to a space station and were faced with creating an
effective learning environment, would you attempt to de-
velop entirely new theories of how humans learn? Probably
not. In most cases, people learn in space as they learn on
earth. You might, however, try to adopt or modify models that
take advantage of the extraordinary environment. That is
what is happening in virtual worlds right now. Designers are
employing learning theories that explain how people learn
(e.g., information processing, neurolinguistics, Gestalt, or
behavioral learning). Likewise, applied models that guide the
learning process (e.g., experiential learning, HyperInquiry,
social presence models) are gradually being adapted or gen-
erated for prescriptive applications aimed at structuring the
virtual world learning environment. Below are four founda-
tions or theoretical bases for your work as an educator in
virtual worlds: social learning, Gestalt, active inquiry, and
situated cognition.


Social Learning


A virtual world is a place where humans live vicariously
through their avatars; where they learn by observing the
behaviors being modeled by other avatars; where pleasur-
able or disturbing reactions can be observed; and where at-
titudes can be affected by immersive role-playing. All of
these activities emphasize the central role of social learn-
ing. A number of theorists have cleared a path for the
learning application or study of social learning in social
worlds. For example, Albert Bandura’s (1977, 1986) theo-
ries are a basis for learning activities involving aggression,
moral disengagement, social cognition, and self-efficacy.


A somewhat different approach is grouped into what
has become known as social constructivism or the learning
that takes place because of social (or group) interaction.
There is some disagreement whether social constructivism
is a theory or philosophy. Regardless, it has strong roots in
the seminal work of Vygotsky (1978) and Piaget (1995).
Further foundational resources for social learning in
virtual worlds can be found in concepts of a community of
practice proposed and developed by Lave and Wenger
(1991; Wenger, McDermott, & Snyder, 2002). As a
designer, you can help to support a community of practice
in a virtual world by promoting interest groups and other
ways that encourage sharing information and skills so that
people can learn from each other. The idea being that it is
through the process of sharing information and skills for
actual or simulated tasks in a social environment that
learning takes place and people develop professionally and
personally.


Gestalt


Unbridled perception is a huge phenomenon of virtual
worlds. Your avatar can interact visually in ways that are
extraordinary and often beyond reality. Gestalt theory,
founded a century ago, has never directly guided educa-
tion but has always affected it. That may change in virtual
worlds where incongruent elements have to be combined
mentally to make sense. Gestalt guides more by insight
than algorithm. Gestalt principles such as invariance
and the law of prägnanz channel the perception that is
such a critical part of immersive experience. Gestalt
theory is not limited to visual perception. Years ago,
Max Wertheimer (1959) posited that thinking related to
problem solving is both productive (solves problems
with insight) and reproductive (solves problems with
based on prior experience and what is already known).
Gestalt theory is holistic and based on the old maxim that
the whole is greater than its parts. It is thought to be a
descriptive as opposed to an explanatory theory. Gestalt
has influenced a number of theories applicable to virtual
worlds including Gibson’s (1977) Theory of Affordances
and certain aspects of Mayer’s Multimedia Learning
Theory (2005).


Active Inquiry


Virtual worlds by nature feature discovery and inquiry.
These environments fit the notion of experiential educa-
tion which emphasizes interest promoted by Dewey
(1910) and especially a theory of active discovery and
intuition posited by Bruner (1961). In addition to more
free-form discovery (e.g., educational treasure hunts),
virtual worlds can fit well within structured inquiry
(Dempsey & Litchfield, 2001) or problem-based learning
(Norman & Schmidt, 2000).


Instructional design has its share of detractors of discov-
ery, inquiry, and active learning processes. Gagné, Mayer,
Clark, and Sweller (Gagné, 1966; Kirschner, Sweller, &
Clark, 2006; Mayer, 2004) are among the prominent instruc-
tional theorists who deride these approaches early in the
learning process in favor of a more instructivist strategies
(e.g., the use of worked examples). On the other hand, virtual
worlds are simply not the highly structured efficiency-
oriented tutorials or linear computer-based training environ-
ments from which these authors draw their evidence.


Situated Cognition


Well established as an active learning theory since the 1990s,
situated cognition is a relatively inclusive theory that con-
tends that learning should be “situated” in the social, cultural,
and (often) physical context in which it is to be used (Brown
& Collins, 1989). According to Harmon (2008), virtual
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worlds allow for “simulated authenticity” where students in-
teract with situations more closely geared to the real world,
making transference that much more easily accomplished.
The significance of using virtual worlds as a delivery system
for simulations of the real-world activities is apparent when
activities are cost prohibitive or could place participants in
harmful situations. Harmon also points out that by using vir-
tual worlds, each user’s experience is individualized, so a
whole class need not have to go through the exact same sce-
nario or outcome. This individualization makes the learning
even more meaningful. The advent of virtual worlds allows
for individuals to share knowledge and learning experiences
across geographical and culturally diverse groups.


The ways individuals learn have developed in conjunction
with the delivery systems being used. Rapid developments in
the field of technology support the use of virtual worlds as
one of the newest platforms for education and training envi-
ronments. The application of virtual worlds in association
with learning theories offers new possibilities in the search
for the most effective methods of knowledge acquisition.


Affordances of Virtual Worlds 
for Instructional Design
There are many affordances (action possibilities) in virtual
worlds that encourage elemental learning (Dempsey,
2010). Elemental learning exists when a learner performs
real or actual tasks (actual elements), or practical approxi-
mations of reality (simulated elements).


Conferences, business meetings, office hours, sales pre-
sentations, philosophy classes, research focus groups,
counseling sessions, business receptions, music concerts,
and interacting with foreign languages are all examples of
actual tasks that can occur in virtual worlds. Sometimes
these tasks have accompanying increases in cost efficien-
cies, due, for example, to eliminating travel expenses.


Likewise within virtual worlds, distant archaeological
excavations, cancer surgery, flying airplanes, historical
reenactments, body processes, and atomic chain reactions
can simulate elements of reality in such a way that the af-
fordances of learning are addressed in ways that are not
practical for a great number of reasons.


Virtual worlds afford three-dimensional environments
including audio, and in the near future other sensory out-
puts, that let us behave closely enough to the way we
would in the real world that we can “feel” part of what-
ever aspects of the physical world that are emulated.
Employing these tools as an educator requires creative
and designerly thinking.


Parting Thoughts About New Worlds
At a humanities colloquium at our university, a visiting
academic from Spain was presenting to a group of about
thirty educators on a large funded project that her univer-
sity was developing using the Second Life virtual world
platform. As these things do, the conversation shifted to
how we could use virtual worlds in our day-to-day courses.
Some of those present had spent several hours getting
oriented in SL and had been “in-world” on a few occa-
sions. These individuals were creative, early adopter types
looking for educational opportunities to incorporate in
their work. Yet, all had left the virtual world feeling per-
plexed. A few of us who were more experienced in Second
Life gave some specific instances of interesting educa-
tional experiences we had encountered or were designing.
Then the questions came. “How much time do you spend
there? Do you get any support from the university? Are the
educational benefits worth it?” Most educators we know
report spending a lot of time in virtual worlds to “get the
hang of it.” Many do not receive a great deal of support (or
resistance) from their organizations. Many of us with
experience in virtual worlds are able to appreciate the “Is
it worth it?” question from either extreme of the response
continuum.


Virtual worlds are nascent educational technologies
that are likely to have a considerable impact on education
and training. Even so, they are not “worth it” by the same
metrics applied to more mature learning environments.
Innovations, educational or otherwise, begin to be cost
effective at different rates, if they become cost effective at
all. Even the great successes as measured by time, money,
or opportunity start out slowly and pick up speed as the
majority ideological innovators give way to more careful
(and perplexed) early adopters and onward up Rogers’
(2003) innovation adoption curve.


At this early point in the adoption curve, only highly
engaged designers are thinking of virtual worlds as a
leading educational technology option. Many others
may have visited several educational sims and had no
clue what was going on in those places. In many cases,
there was simply not enough learners (avatars) partici-
pating—the virtual ghost town effect. Often avatars that
were there were struggling with the new technology.
Perhaps we can find out from those that are new and
struggling with the unfamiliar virtual reality what the
“Aha” moments are likely to be. Perhaps we can take a
few snapshots of a moving target as it generates a tra-
jectory in our learning universe. Isn’t that what good de-
signers do?
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1. Virtual worlds or MUVEs (multiuser virtual
environments) are characterized by 3-D virtual
environments that simulate real-world objects 
and interactions and are available to multiple users
simultaneously, on a global basis (Dede, Dieterle &
Clarke, et al. 2007; Nelson, Ketelhut & Clarke, 2005).


2. Defining characteristics of virtual worlds include
• They are a shared space online that many people


can enter at once.
• They offer a visual representation of space in 


and through which users can move.
• Users can immediately interact with or alter their


surroundings.
• The world persists online whether or not a user 


is logged-in.
• Communities and groups are encouraged.


3. Key strengths of using virtual worlds for education
include—providing a sense of face-to-face


encounters even in a distance education setting, risk-
free simulations, role-play and rehearsal, 3-D design,
and immersive learning.


4. Challenges that educators face when using virtual
worlds include the learning curve needed to create
classrooms and learning materials in the virtual
environment, keeping students free of distractions
and on task, technical issues, and limited empirical
research on the subject.


5. Using virtual worlds in education has bases in
learning theory such as constructivism, social
learning, Gestalt, active inquiry, and situated
cognition.


6. While virtual worlds offer exciting affordances for
designers, they are still far from mainstream and it
takes enthusiasm, time, and energy to create a virtual
learning environment that is “worth it” for all involved.


1. You’ve recently been recently hired in a position
redesigning courses for a medical school to
incorporate online technologies into their medical
student training. Your supervisor asks you to look
into using virtual worlds as a part of the redesign.
Explain ways you would be able to use a virtual
world in student training and provide examples of
other schools that have used virtual worlds in
training future doctors and/or nurses.


2. You work for a large military contracting
corporation. The company has several sims of virtual
property in a virtual world that was originally
purchased to be used for virtual meetings to reduce
travel time and expense. Company officials are now
wondering if the expense is worth it. They come to


you, asking if there is any way the company might
also use virtual worlds for training purposes. Outline
some potential uses that a military contractor could
get out of the virtual world. Use specific examples
and back up your suggestions.


3. Attend an in-world educational tour of a virtual
world such as those provided by the International
Society for Technology in Education or the
University of South Alabama in Second Life.
Prepare a reflective statement about your
experiences (five hundred words minimum).
Emphasize any specific instances that helped you
understand how virtual worlds can be used to
promote specific learning outcomes.


Author Information


J. V. (Jack) Dempsey is Director of Electronic Learning
and Professor of Instructional Design and Development at
the University of South Alabama.


Rebecca Reese is a Doctoral Student in the Instructional
Design and Development Program and Senior Instructional
Designer at the Online Learning Lab at the University of
South Alabama.


Stasia Weston is a Doctoral Student in the Instructional
Design and Development program and an Instructional 
Designer at the Online Learning Lab at the University of
South Alabama.


Summary of Key Principles


Application Questions








340 SECTION VIII New Directions in Instructional Design and Technology


Aldrich, C. (2009). Virtual worlds, simulations,
and games for education: A unifying view. Innovate,
5(5). Retrieved November 13, 2010, from
http://www.innovateonline.info/index.php?
view�article&id�727 retreived. 


Bandura, A. (1977). Social learning theory. Englewood
Cliffs, NJ: Prentice Hall.


Bandura, A. (1986). Social foundations of thought and
action: A social cognitive theory. Englewood Cliffs,
NJ: Prentice Hall.


Bardzell, S., & Odom, W. (2008). The experience of
embodied space in virtual worlds: An ethnography of a
second life community. Space and Culture, 11(3), 239.


Bedford, C., Birkedal, R., Erhard, J., Graff, J., and
Hempel, C. (2006). Second Life as an educational
environment: A student perspective. Proceedings 
of the First Second Life Education Workshop 
(pp. 25–27). San Francisco: CA.


Bennett, J. (2008, July 10). Living a second life online.
Newsweek. Retrieved from http://www.newsweek
.com/id/147784


Berge, Z. L. (2008). Multi-user virtual environments for
education and training? A critical review of “Second
Life.” Educational Technology Magazine, 48(3), 27–31.


Boellstorff, T. (2008). Coming of age in Second Life:
An anthropologist explores the virtually human.
Princeton, NJ: Princeton University Press.


Boulos, M. N., Hetherington, L., & Wheeler, S. (2007).
Second Life: An overview of the potential of 3D
virtual worlds in medical and health education.
Health Information and Libraries Journal,
24(4), 233–245.


Brandon, B. (2007, October 15). Virtual world-building:
Designing environments for learners. Learning
Solutions Magazine. Retrieved from http://www
.learningsolutionsmag.com/articles/123/virtual-
world-building-designing-environments-for-learners


Brown, J. S., & Collins, A. (1989). Situated cognition
and the culture of learning. Educational Researcher,
18 (1), 32–42.


Bruner, J. S. (1961). The act of discovery. Harvard
Educational Review, 31(1), 21–32.


Bugeja, M. J. (2007). Second thoughts about Second
Life. Chronicle of Higher Education, 54(3), C2–C4.


Castronova, E., & Falk, M. (2009). Virtual worlds: Petri
dishes, rat mazes, and supercolliders. Games and
Culture, 4(4), 396–407.


Clark, R. E. (2007, May–June). Learning from serious
games? Arguments, evidence, and research
suggestions. Educational Technology, 47, 56–59.


Dawley, L. (2009). Social network knowledge
construction: Emerging virtual world pedagogy. On
the Horizon, 17(2), 109–121.


Dempsey, J. V. (2010). Elemental learning and the
pyramid of fidelity. In R. Van Eck (Ed.), Gaming
and cognition: Theories and practice from the
learning sciences (pp. 82–107). Hershey, PA: IGI
Global Publishers.


Dempsey, J. V., & Litchfield, B. C. (2001). HyperInquiry:
Surfing below the surface of the web. In B. H. Kahn
(Ed.), Web-based training (pp. 229–234). Englewood
Cliffs, NJ: Educational Technology Publications.


Dewey, J. (1910). How we think. Boston: D. C. Heath.


Frenkel, K. A. (April 3, 2009). Therapists use virtual
worlds to address real problems. Scientific American.
http://www.scientificamerican.com/article.cfm?id�
therapists-use-virtual-worlds


Gagné, R. (1966). Varieties of learning and the concept 
of discovery: A critical appraisal. In L. S. Shulman &
E. R. Keislar (Eds.), Learning by discovery:
A critical appraisal. Chicago: Rand McNally.


Gibson, J. J. (1977). The theory of affordances. 
In R. Shaw & J. Bransford (Eds.), Perceiving, acting,
and knowing (pp. 67–82). Hillsdale, NJ: Lawrence
Erlbaum Associates.


Global Kids. (2007). Global Kids, Inc.’s best practices in
using virtual worlds for education. http://
olpglobalkids.org/pdfs/BestPractices.pdf


Hansen, M. M. (2008). Versatile, immersive, creative and
dynamic virtual 3D healthcare learning environments:
A review of the literature. Journal of Medical Internet
Research, 10(3): e26.


Harmon, S. W. (2008). A theoretical basis for learning in
massivel multiplayer virtual worlds. Journal of
Educational Technology Development and
Exchange, 1(1), 29–40.


Jaeger, B., & Helgheim, B. (2009). Role play study in a
purchase management class. In J. Molka-Danielsen
and M. Deutschmann (Eds.), Learning and teaching
in the virtual world of Second Life. Trondheim,
Norway: Tapir Academic Press.


Jarmon, L., Traphagan, T., Mayrath, M., & Trivedi, A.
(2009). Virtual world teaching, experiential learning,
and assessment: An interdisciplinary communication


References




http://www.innovateonline.info/index.php?view=article&id=727



http://www.newsweek.com/id/147784



http://www.newsweek.com/id/147784



http://www.learningsolutionsmag.com/articles/123/virtual-world-building-designing-environments-for-learners



http://www.learningsolutionsmag.com/articles/123/virtual-world-building-designing-environments-for-learners



http://www.learningsolutionsmag.com/articles/123/virtual-world-building-designing-environments-for-learners



http://www.scientificamerican.com/article.cfm?id=therapists-use-virtual-worlds



http://olpglobalkids.org/pdfs/BestPractices.pdf



http://olpglobalkids.org/pdfs/BestPractices.pdf



http://www.innovateonline.info/index.php?view=article&id=727



http://www.scientificamerican.com/article.cfm?id=therapists-use-virtual-worlds







CHAPTER 34 Designing in Virtual Worlds 341


course in Second Life. Computers & Education, 53,
169–182.


Kemp, J., & Livingstone, D. (2006). Putting a Second Life
“metaverse” skin on learning management systems.
Proceedings of the First Second Life Education
Workshop (pp. 13–18). San Francisco: CA.


Kemp, J. W., Livingstone, D., & Bloomfield, P. R.
(2009). SLOODLE: Connecting VLE tools with
emergent teaching practice in Second Life. British
Journal of Educational Technology, 40(3), 551–555.


Kirschner, P. A., Sweller, J., &, Clark, R. E. (2006). Why
minimal guidance during instruction does not work:
An analysis of the failure of constructivist, discovery,
problem-based, experiential, and inquiry-based
teaching. Educational Psychologist, 41(2), 75–86.


Lave, J., & Wenger, E. (1991). Situated learning:
Legitimate peripheral participation. New York:
Cambridge University Press.


Lui, C. (2006). Second Life learning community: A peer-
based approach to involving more faculty members
in Second Life. Proceedings of the First Second Life
Education Workshop (pp. 6–10). San Francisco: CA.


Malaby, T. (2006). Parlaying value: Capital in and beyond
virtual worlds. Games and Culture, 1(2), 141–162.


Mayer, R. E. (2004). Should there be a three-strikes rule
against pure discovery learning? The case for guided
methods of instruction. American Psychologist,
59(1), 14–19.


Mayer, R. E. (2005). The Cambridge handbook of
multimedia learning. New York: Cambridge
University Press.


Merrill, M. D., Tennyson, R. D., & Posey, L. O. (1992).
Teaching concepts: An instructional design guide.


Englewood Cliffs, NJ: Educational Technology
Publications.


Moore, K., Wiederhold, B. K., Wiederhold, M. D., &
Riva, G. (2004). Panic and agoraphobia in a virtual
world. CyberPsychology & Behavior, 5(3), 197–202.


Norman, G. R., & Schmidt, H. G. (2000). Effectiveness of
problem-based learning curricula: Theory, practice
and paper darts. Medical Education, 34(9), 721–728.


Piaget, J. (1995). Sociological studies. London: Routledge.


Pope, J. (June 11, 2007). UNO virtual campus to be used
after storms. Times-Picayune. http://www.nola.com/
education/t-p/index.ssf?/base/news-3/11815413688
4290.xml&coll�1


Rogers, E. M. (2003). Diffusion of innovations (5th ed.).
New York: Free Press.


Schroeder, R., Huxor, A., & Smith, A. (2001). Activeworlds:
Geography and social interaction in virtual reality.
Futures, 33(7), 569–587.


Steinkuehler, C. A., & Williams, D. (2006). Where
everybody knows your (screen) name: Online games
as “third places.” Journal of Computer-Mediated
Communication, 11(4), 885–909.


UT Dallas. (2007, November 18). Avatars help asperger
syndrome patients learn to play the game of life.
http://www.utdallas.edu/news/2007/11/18-003.html


Vygotsky, L. (1978). Mind in society. London: Harvard
University Press.


Wenger, Etienne, McDermott, Richard, & Snyder,
William M. (2002). Cultivating communities of
practice. Boston: Harvard Business Press


Wertheimer, M. (1959). Productive thinking. New York:
Harper. (First edition published 1945)




http://www.nola.com/education/t-p/index.ssf?/base/news-3/118154136884290.xml&coll=1



http://www.nola.com/education/t-p/index.ssf?/base/news-3/118154136884290.xml&coll=1



http://www.utdallas.edu/news/2007/11/18-003.html



http://www.nola.com/education/t-p/index.ssf?/base/news-3/118154136884290.xml&coll=1







342


Oftentimes, professionals in a particular field areunaware, or do not have a clear picture, of the code
or rules that govern professional behavior in their field. To
address this problem, many professional organizations have
generated ethical codes by which they expect their mem-
bers to practice. A code of ethics provides the guidelines
and rules by which all professionals conduct themselves
within their practice and is monitored by a professional
association. It is with this idea of an organizational code of
professional ethics in mind, that we explore more explic-
itly a representation of an actual code of ethics that we
hope will influence your practice as a professional in the
field of instructional design and technology.


Ethical Practice: An Essential 
Element of the Field
The Association for Educational Communications and
Technology (AECT) has generated a definition of the
field of educational technology1 that serves to guide the
association’s influence in professional practice. It is
through that definition that members have defined their
role within the field. In examining the evolution of the


definition of the field, conducted regularly by the mem-
bers of the association, ethics has been a term repeated
over time, but until recently had not been included within
the actual definition, although it has been expected within
the practice of member professionals. “The current defi-
nition considers ethical practice as essential to our pro-
fessional success, for without the ethical considerations
being addressed, success is not possible” (AECT Defini-
tion and Terminology Committee, 2008, p. 3).


The most recent iteration of the AECT Definition (AECT
Definition and Terminology Committee, 2008) has included
ethical practice in the definition: “Educational technology is
the study and ethical practice of facilitating learning and
improving performance by creating, using, and managing
appropriate technological processes and resources” (AECT
Definition and Terminology Committee, 2008, p. 1). However,
even before the addition of the specific reference to ethical
practice, the association has been a leader since its inception
in establishing and supporting the implementation of a code
of ethics members are expected to adhere to as they engage
in instructional technology (IT) practices.


AECT Code of Professional Ethics
The AECT Code of Ethics is a product of the association’s
drive to promote professional practice in instructional tech-
nology according to an established set of rules. The idea of
the importance of ethical practice was established at the


1The AECT definition refers to the field of educational technology.
However, in order to keep more closely in line with the terminology used
in this book, in this chapter we will use the term instructional technology.
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time of the formation of the association itself. At the time,
not only was a professional code created, but also a
standing committee of the association was written into the
by-laws. This committee’s role serves the association by
regularly articulating a code of ethics for members to main-
tain a high level of professional standards. Further, the
committee is responsible for addressing any concern raised
regarding the behavior of an individual related to ethical
performance. Through a hearing process, the committee
has the power to censure, suspend, or expel from the asso-
ciation any member found to violate the code. Members
have the power to appeal any decision. It is the responsibil-
ity of the committee to ensure that IT professionals adhere
to the established code of ethics in their practice.


Critical to the commitment to the profession is the under-
standing that it is your responsibility to advance the profes-
sion as changes occur within the realm of enterprise within
the profession. This means that it is essential that as a
professional you need to consider how to best engage in the
design of instruction and the use of technology in ways that
benefit the profession as a whole. This professional gain can
be in the form of a better understanding of the technology
tools themselves. Or, it can be in the form of investigating
how to integrate the use of the tools within the structure
of learning settings. And, it can include the examination of
outcomes when using technology tools to facilitate learning.
It is ultimately your responsibility as an IT professional
to ensure that your actions have served the profession in a
practical manner.


The AECT Code of Professional Ethics is divided into
three sections that are defined by specific categories:
individual, society, and profession. They are described in
the context of commitments, embody how the profession
should be positioned in society, and are directed to the
types of performance expectations of members. We will
examine each of the sections in general terms within the
context of this chapter. It is your responsibility as an IT
professional to read the specific standards as outlined in
the AECT Code of Professional Ethics, which can be
found online at http://www.aect.org/About/Ethics.asp.


Commitment to Individual


The first section in the AECT code of ethics addresses the
commitment to the individual from a professional per-
spective. Upon further consideration, the nine indicators in
this section can be grouped into three encompassing cate-
gories in relationship to the IT professional: diversity,
technology and resources, and personal rights.


Diversity. In today’s world of cultural influences and
technological change, diversity goes beyond the recognition
of our place as a profession within the global community.


The concept of diversity also extends to how we learn and
how we design and create instruction. The ethical code
encourages the practice of allowing individuals to acquire
knowledge on their own terms from a variety of resources.
It is important to keep in mind that the journey to reach a
learning goal may have many paths to the final destination.
An example of this concept is the obligation to create a
learning situation that allows for an open discussion of var-
ious ideas that may differ from those held by the instructor.
Another area of awareness regarding diversity is the concept
of avoiding the use of images or discussions that negatively
stereotype individuals. The exclusive use of a female figure
in the elementary classroom or the ubiquitous male scientist
in the laboratory not only is to be avoided but also needs to
be recognized as a questionable ethical practice.


Technology and resources. As IT professionals, we
are often requested to make decisions regarding the tech-
nology and resources that are implemented as part of the ID
process. As expected, the ethical code also addresses issues
related to choices regarding the selection, implementation,
and evaluation of technology and related educational
resources. Questions to be considered might include: does
this selected resource ensure that the learner can meet the
stated instructional goals, have all alternatives for technol-
ogy use been considered, have the evaluation results been
accurately reported, and have they led to suggestions for
revisions? When dealing with technology, health and safety
concerns are of paramount importance. It is important to
ensure that all learners in an instructional setting have a safe
environment in which to learn. Some ethical issues have
included the need for ergonomically correct work stations,
CRT screens that do not induce seizures, and safety instruc-
tions for meeting the needs of color-blind students, to name
just a few. An example of adherence to these indicators can
be found at L.L Bean which has “installed ergonomically
adjustable workstations. . . . At the beginning of each
employee’s shift the workstation is automatically adjusted
according to the individual’s prerecorded ergonomic meas-
urements” (Tavani, 2007, p. 315).


Personal rights. The third category of indicators
within this section looks at the various aspects of what can
be termed personal rights. One way of thinking about per-
sonal rights is to consider them in terms of the individual
within the field as well as the professional rights of other
colleagues and those of our “clients.” The IT professional
needs to treat all individuals regarding privacy within the
framework of personal integrity. And above all else, the IT
professional will not behave in a manner that will infringe
upon another’s individual rights within our diverse profes-
sion and global community. One related golden piece of
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advice to pass along to IT professionals is to consider
when in public that you act as if a colleague of the person
you are discussing is sitting nearby.


Commitment to Society


The second section of the Code of Professional Ethics
addresses the practice of instructional technology from a
societal perspective. IT professionals regularly have the
opportunity to make choices in their professional activities.
These activities can often involve working with others
external to one’s personal workplace. Societal ethics help to
shape the way individuals and groups relate to one another.
By following ethical principles the individual can help
maintain societal order regarding interactions with learners
and colleagues (Yeaman, Eastmond, & Naper, 2008). The
six indicators can be grouped into three categories: repre-
sentation, personal gain, and professional service.


Representation. The code requires that representation
of professional activities and experience be honest and
forthright in a professional’s documentation of expertise and
experience. As well, the principles direct that one must
attribute clearly the source of fact, finding, or personal opin-
ion, whether it is in a written document or an interpersonal
communication. Care should be taken when considering the
sharing of professional information in a formal or informal
setting and its impact on an organization. Discussion of a
professional consultation with someone on the flight home
from a site visit would not be appropriate as the consultation
is an agreement between you and the client, not the public.
Also remember to identify the chain of communication
within an organization and adhere to it.


Personal gain. When opportunities for personal gain
are offered to you as an IT professional, be careful to delin-
eate between personal and professional activities. Many
institutions identify appropriate activities that contribute to
personal remuneration; these guidelines must be adhered to
at all times. Using accrued sick days to put on an off-site
workshop for which you are paid would not be appropriate.
Personal gain should not be at the expense of an employer
or the association. Additionally, gifts or payments should
not be accepted if the intent could be perceived as influ-
encing professional judgment. Often, those who work for a
public institution will find language that limits the specific
dollar amount of a gift.


Professional service. Work with an association might
place you in a position that solicits contributions from
outside vendors in support of activities such as a yearly
conference. The commitment to society principles remind
us that there is a need to hold tight to any obligations made


in soliciting service to the organization. To not do so could
jeopardize all future negotiations and disrupt the organiza-
tional function. As well, decisions about the application of
instructional technology should promote its effective use
and minimize any negative impact that might be derived
from the use. There is an expectation that anticipated out-
comes be considered before implementation and that they
be clearly articulated. For example, a professional grant
writer must communicate with grant partners about the
intended outcomes and use prior to technology selection
and purchase before submitting the grant. Technology
implementation should ensure responsible and effective
benefits for all participants.


Commitment to the Profession


You are encouraged, as an IT professional, to address
professional commitment by examining ways in which to
become a proactive, responsible member of the profession.
It is Tavani’s (2007) contention that it is the obligation of
any professional to make contributions to the overall
understanding of ethical practice among practitioners in
the field. To that end, within Category Three: Commitment
to the Profession of the Code of Professional Ethics there
are ten indicators that represent the three major themes of
professional interactions, research and dissemination, and
responsibilities related to copyright.


Professional interactions. The overall intent of the
professional interactions aspect of the code is to consider
the ways in which you can relate with other members of
the profession and more specifically with those who are
members of AECT. There is a direct connection within
this category to those actions that are considered appropri-
ate behavior toward others.


Fundamentally, the individual has the responsibility to
make conscious decisions about the appropriateness of inter-
actions with others, as colleagues and as AECT members.
You need to consider the consequences of your actions as a
part of the decision process, as well as the benefit to others
when you engage in ethical behavior towards other profes-
sionals. There may well be times when you determine it best
for the profession to conduct yourself in a particular manner
that might affect your association with other professionals.
This decision is considered to be one of value to the profes-
sion as a whole rather than to a specific individual.


One role a professional is obligated to assume by the
code of ethics is that of reporting on the inappropriate
behaviors of others to the AECT Ethics Committee. This
is often an uncomfortable responsibility, but needs to be
considered one of value and importance to ensure quality
among all those who represent the profession. While
engaged in the reporting process every effort is made to
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maintain discretion regarding the privacy of personal
information. As an IT professional you need to be com-
fortable with the understanding that these types of alerts to
the AECT Ethics Committee are not viewed as vindictive
or an attempt to disgrace another, but rather an effort
to ensure that all who participate in the field embrace the
professional values and practices that are accepted by all
AECT members and the profession as a whole.


Research and dissemination. In addition, the indi-
vidual’s commitment to the profession is measured by
ways in which research can advance the knowledge and
skills of members and our field’s theoretical framework.
While not clearly stated in the code, it is assumed that an
individual will adhere to the governance of a review
board, such as an Institutional Review Board (IRB) of a
university, to ensure that the conduct of the research is
within the approved standards. Further it is considered the
responsibility of the individual to engage in a line of
inquiry that will benefit the overall knowledge of the pro-
fession, but not when a level of risk to the participants is
applied. In other words, as an IT professional you will
ensure the protection of participants as part of the research
plan and implementation.


A member who engages in scholarly inquiry is obliged
to share the results of that aspect of the research that will
provide benefit to the overall understanding of the field by
all members of the association. There are multiple ways for
sharing this knowledge. For example, your research results
can be disseminated through presentations at conferences,
publishing articles in journals, and teaching others in
coursework or training venues. The mutual benefit of this
professional collegiality for sharing research results can be
used to advance knowledge within the profession.


Responsibilities related to copyright. Clearly artic-
ulated within the commitment to the profession is an
adherence to the copyright law and the assurance of respon-
sibility to inform others of the regulations of the law. Strict
adherence to copyright laws is key to this standard. An
example of this is properly citing image sources in a multi-
media production or being able to identify the difference
between paraphrasing and plagiarizing in a student assign-
ment. This aspect of the commitment serves to ensure that
the professional is informed about the nuances of copyright
and how it applies within various types of situations. The
requirement to inform others is that part of the professional
code of ethics that may cause you concern since it implies
an obligation to enforce legal issues. Informing others of
their obligations to follow copyright is construed to be
educational in nature, suggesting that when you observe a
violation of copyright, it is your obligation as an IT profes-
sional to not only inform an individual of the issue at hand,


but to make an effort to help that person understand the
rationale for the copyright rules.


Developing Ethical Competence
For the IT professional, the code of ethics can be perceived
as a guide. “The code of ethics provides direction for daily
practice and a basis for understanding and interpreting the
ethical implications of a variety of issues which may con-
front today’s practitioner” (Seels & Richey, 1994, p. 107).
As IT professionals we are bound to the ideal of balancing
our knowledge of new and advanced technologies with
the integrity of design and implementation criteria. In
a dynamic technology environment, it is easy to become
a faceless individual without consideration of the conse-
quences surrounding the moral, legal, and social issues
involving cyber-technology (Tavani, 2007).


As access to digital resources and interactions expands
through the explosion of technology, one role of the IT
professional is to teach about complex issues and encour-
age discussion on this critical concept. Even though the IT
professional may not be in an educational setting, the Code
of Professional Ethics suggests an obligation to serve the
educational needs of others.


When learning about IT responsibilities, Clark (1995)
has suggested several elements necessary for developing
and understanding of ethical competencies. The initial step
is defined as identifying the pitfalls that may be encoun-
tered when dealing with situations that include ethical
issues. An example of an ethical dilemma might address
the situation of a professor posing as a student to encour-
age discussion in an online course. The pitfall is that the
professor’s intention might be perceived as a way to
encourage students to engage in a dialog, but is actually a
misrepresentation of himself to his students. Sometimes
we can learn best by the examples of how not to do some-
thing. Clark encourages the use of unethical examples to
foster further awareness. The aforementioned scenario of
the professor posing as a student is an example of the use
of this type of strategy.


One of the key ideas supported by Clark is the need for
an open dialog regarding ethics. Ethical considerations
need to be incorporated into IT programs of study and need
to go beyond limiting discussion to the legality of copyright
and fair use issues. Several universities have developed
graduate courses that specifically address this area of study.
“Although it may seem daunting that a whole semester
be devoted to the study of professional standards, a well-
organized and structured course can meet student needs in
understanding and engaging in ethical practice in their
professional lives” (Smaldino, 2008, p. 100).


A concluding element identified by Clark is in the area of
achieving ethical competency. Clark defines this competency
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as the encouragement of ethical self-examination. Ethics, by
definition, can be a very subjective element as we put our
values into practice. Many of the ethical decisions we have to
make are not black-and-white; they are grey and fuzzy. It is
often difficult to make such decisions. Clark suggests that
after we do so, we should reflect upon how we came to that
decision. He indicates that this reflective activity can trans-
form the way we go about arriving at other ethical decisions.
Thus Clark encourages us to engage in this transformative


reflection process in order to learn from our actions and grow
as IT professionals.


The final component that the authors would like to add
to Clark’s competency list is the critical element of overt
modeling and mentoring of ethical practice. As students,
instructors, and practicing IT professionals, we need to be
aware that our practice reflects the field we represent. Our
use of the AECT Code of Professional Ethics is what
identifies us as a profession and continues to set us apart.


Summary of Key Principles


1. A code of professional ethics promotes ethical
practice in a profession. By examining the code
of ethics, a professional can identify how it fits into
daily practice.


2. The new AECT definition has included the term
ethical practice for the first time. By adding ethical
practice to the definition of the field, AECT has
prominently addressed the importance of ethical
practice for the professional.


3. The role of the AECT Ethics Committee has been
described as a way to monitor adherence to the
code of ethics. Clearly, when a professional
organization has taken the time to develop a code


of practice, there needs to be a vehicle for
implementation.


4. It is important to recognize how the code of ethics
looks in practice. Analysis of the components of a
code of ethics offers the opportunity to recognize
how implementation looks in practice.


5. Providing guidelines for ethical competence is a
means for helping the IT professional incorporate
the code of ethics into daily practice. Knowledge
of the code of ethics is not sufficient when exploring
the responsibilities of the IT professional, it must be
integrated into practice.


Application Questions


1. Free Expression in Cyberspace (Location: Private
college). Dr. Leslie Brown has instituted a blog for
her Introduction to Emerging Technology course.
Her intent is to provide a forum for her students to
express themselves regarding their views on the
discussion topics within the course. Dr. Brown does
not grade the student blog entries, although she does
use them as guides for discussions within the course.
She also provides students the option of anonymous
postings, although she has a way of identifying those
individuals. Recently, several student postings have
been highly controversial regarding copyright issues
in virtual worlds. College officials are concerned
about the postings and how they reflect on the
university. The officials have asked Dr. Brown to
discontinue the use of the blog. Also, they have
asked for the names of the students who posted
anonymously.


What should Dr. Brown do about the use of the
blog for her course? Should she provide the officials
with the names of students? What alternatives does


she have to be able to have her students exchange
ideas?


2. Workplace Privacy (Location: Small Business
Company). Jane and Hal have discovered that the
owner of Small Business has had the company
information systems manager install some software
that reviews their e-mail messages prior to being
sent. The explanation they were provided was that
this monitoring system was to manage the amount
and types of e-mails being distributed to clients of
Small Business. Jane and Hal are concerned that the
e-mail monitoring software is really designed to
monitor any personal use of the e-mail privileges of
employees.


What information can Small Business provide to
Jane and Hal to assure them that their e-mail
messages are not being monitored to find personal
use? Should the technologist have agreed to install
the software? What recourse do Jane, Hal, and the
information systems manager have regarding the use
of the e-mail system monitoring software?
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3. Intellectual Property Issue (Location: Somewhere
University). Joel is a tenure-track faculty person who
is concerned about his faculty evaluations. He has
been teaching a course in web page design since
beginning to work at Somewhere University. Joel has
noted in the past that some of his students have
liberally “borrowed” code from existing web pages.
He realizes that he needs to change this behavior, but
he also wants his students to be successful since he
believes that this will result in positive faculty
evaluations.


How can Joel phrase his guide to students about
the inappropriate use of “borrowed” code in their
assignments? Should he introduce his students to
copyright and intellectual property rights? What
penalty should he introduce when students do
“borrow” code from existing web pages?


4. Plagiarism (Application: Textbook). Dr. Carl
Smythe collaborated with a colleague, Dr. Jane
Black, on a book that served as a guidebook on new
teaching strategies for practicing teachers. This
guidebook was published through a professional


association for teachers. While not broadly
distributed, it did carry a copyright date and ISBN
number. Dr. Black collaborated with a different
colleague (also someone who knows Dr. Smythe)
to author a textbook, also about teaching strategies,
which was published by a major textbook publishing
company. When the textbook was released,
Dr. Smythe noted that large sections of the guidebook
had been slightly paraphrased within a chapter of the
textbook, with some images being exactly the same.
Although there was a citation to Drs. Smythe and
Black for the guidebook, the textbook authors did not
use quotations to note directly quoted material nor
did they receive permission to use the images that
they copied from the guidebook.


Since Dr. Smythe worked with Dr. Black, who
shared authorship between the two publications,
how should he approach this issue? What recourse
does Dr. Smythe have regarding the issue of
plagiarism in the textbook? What steps can be taken
with future editions of the guidebook to ensure that
this might not occur again?
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When we began the process of writing this chapter, weconfirmed that diversity for some authors is a term
that simply refers to differences and inclusion (e.g., Konrad,
Prasad, & Pringle, 2006). This is the perspective we have
adopted for this chapter. Our view of diversity also has
grown out of our personal experiences in being different and
adapting to learning environments that just did not quite fit.
For us, Joél (an African American woman) and Stephen
(a man with vision impairment), diversity is a concept we
have attended to all our lives.


In reality, there is more to explore about how increas-
ingly different learners are becoming and how diversity
impacts how people learn. Creating instruction with design
considerations that more adequately incorporate diversity
helps to address that reality. Accordingly, the two goals of
this chapter are (a) to present design considerations for
universal design as it relates to assistive technologies and
multiculturalism and (b) to propose a model of multimodal
instruction as an integral part of a comprehensive strategy
that includes as many learners as possible.


Universal Design
Many educational scholars focus on issues of access and
have adapted the core principles of universal design (UD) to
instruction and learning (Pliner & Johnson, 2004). Origi-
nally conceived in the field of architecture, UD began with
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Mr. Ronald Mace, an architect who happened to be a wheel-
chair user. His personal experience with physical barriers in
buildings and communities provided him a unique perspec-
tive from which to examine this problem. For example,
bathroom doors were not wide enough for a wheelchair to
pass through, faucets could not be reached from a sitting
position, and curbs were just too big to jump. He concluded
that if architects considered unlimited access in the design
process, there would not be a need for future modifications,
which would make for a more cost-effective facility. Practi-
tioners have found that the cost of incorporating accessibil-
ity features into new construction of physical spaces is
minimal when compared to the costly, limited effectiveness
of modifying an existing structure (Hitchcock, Meyer, Rose, &
Jackson 2002). These cost implications are the same
for designing curriculum and instruction (Rose, Harbour,
Johnston, Daley, & Abarbanel, 2006).


Universal design has evolved to emphasize diversity
within instruction and the benefits of inclusion (Hyter &
Turnock, 2005). It focuses on minimizing barriers through
implementing designs from the beginning that address the
needs of diverse people rather than making accommoda-
tions through individual adaptation later (Rose et al., 2006).
Initiatives focusing on universal design include Universal
Design for Instruction (UDI), the Center on Postsecondary
Education (CPE) and Disability University of Connecticut
Department of Educational Psychology (CPED), Universal
Instructional Design (UID) (Silver, Bourke, & Strehorn,








1998), and universal design for learning (UDL) as devel-
oped by the Center for Applied Special Technology or
CAST—a nonprofit research and development organiza-
tion that works to expand learning opportunities for all
individuals, especially those with disabilities.


Proponents of universal design for learning (UDL), an
extension of the universal design concept to the field of
education, contend that it is the curriculum that is flawed
not the learners (Rose & Meyer, 2002; CAST, 2002).
Considering this perspective, a comprehensive analysis of
the learners is a key component in the design and develop-
ment of diverse instruction. According to Dick, Carey, and
Carey (2001), a basic step in the instructional design
process is the identification and analysis of the target
audience. Because of the lack of time and other resources,
instructional designers sometimes assume characteristics
of learners and forgo this step. However, making assump-
tions about the learners could cause unnecessary problems
in instructional delivery (Dick et al, 2001).


For example, attempting to measure a learner’s reading
performance by using a printed document in 12-point type
would be inadequate for a learner who has minimal visual
acuity. This assessment would only succeed in demonstrat-
ing that the learner could not see 12-point type. So, the ques-
tion arises, if the learner cannot see the test, then how could
the instrument possibly measure the learner’s ability to
read? As this example demonstrates, it is the test that is
flawed, not the learner. Through a learner analysis, the
learner’s atypical visual acuity could have been identified
and adjustments to the assessment could have easily been
applied. This chapter is designed to be a resource for instruc-
tional designers to proactively address diverse learner char-
acteristics that may exist. Emphasis has been placed on the
development of multimodal instruction utilizing multiple
means of representation, expression, and engagement as a
comprehensive strategy for including most learners.


Disability/Assistive Technology
According to the World Health Organization (2009), there
are approximately 750 million people in the world who live
with disabilities; and 80 percent of those people live in
developing countries. This growing statistic has implications
for using appropriate instructional design techniques. When
considering learners with disabilities, the instructional
designer must be aware of three major factors: the presence
of disability, the impact of disability on learning, and the
technology used by individuals to overcome barriers pre-
sented by the disability.


Addressing the latter first, generally most technology
used by people with disabilities is termed assistive technol-
ogy. Assistive technology refers to devices and software


that are specifically designed to aid people with disabilities
in overcoming barriers in their environment (Rose et al.,
2006). The Assistive Technology Act of 2004 defines
assistive technologies as “any item, piece of equipment, or
product system, whether acquired commercially, modified,
or customized, that is used to increase, maintain, or
improve functional capabilities of individuals with disabil-
ities” (Assistive Technology Act of 2004, 2004, p. 118).


While assistive technologies are typically expensive,
awkward, and isolative to learners (Simoncelli & Hinson,
2008), their usefulness cannot be dismissed, particularly in
severe cases of disability. As designers, it is important to
know the types of assistive technology available, the
groups for which they have been designed, and the limita-
tions they are designed to minimize. Table 36.1 outlines
specific disability groups and characteristics, types of
technology they typically use, and design suggestions for
each group. The following paragraphs provide a more
detailed description of disability groupings, characteris-
tics, and assistive technologies.


Types of Involvement


Disability can be divided into four categories: (a) visual
involvement, (b) auditory involvement, (c) mobility
involvement, and (d) cognitive involvement. These cate-
gories are based in part on Crow (2008). While Crow
focuses on the online context, these categories need not be
restricted to this particular environment. Visual involve-
ment includes any condition resulting in the loss of visual
acuity, field of vision, or visual perception resulting in
total blindness, legal blindness, low vision, and/or color
blindness. Total blindness (very little or no light percep-
tion) is by far the rarest form of blindness. Legal blindness
with best correction (glasses on) is 20/200 or worse in the
better eye and/or a visual field of 20 degrees or less. Low
vision is any loss of vision that adversely impacts one or
more basic functions of life such as reading and cooking.
Color blindness is the inability to perceive color and usu-
ally does not involve limitations of acuity or visual field
(American Foundation for the Blind, 2007).


There are many software solutions for visually involved
people depending on the type of vision involvement.
Screen reader software is typically used by people who
are totally blind. It enables an individual to use the com-
puter by listening to a software voice synthesizer that
reads aloud the information on the screen and provides
other necessary instructions for operating the computer.
When using this software, all commands are entered using
the keyboard. While people with normal eyesight may
look, point the mouse, and click to navigate the computer,
a person who is blind using a screen reader, listens,
presses keys, and listens again. Aside from the PC, these
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individuals may use a refreshable Braille display, note
taker, or other portable user agent.


People who are considered legally blind may use screen
magnification software, and/or a closed circuit television
with split screen capabilities. Individuals in this popula-
tion use the computer in a more standard way when
compared to their totally blind peers who only navigate by
using the keyboard. Although they are not as tied to the
keyboard as their totally blind counterparts, it is beneficial
for those of them who are legally blind to learn to use
keystrokes, whenever possible. This eliminates time-
consuming searches for clicking various items. Whether or
not there is limited vision, the better the individual knows
keystrokes, the less he or she has to search.


Auditory involvement includes categories of deaf and
hard of hearing. Being deaf or totally without hearing, just
like total blindness, is very rare. Hard of hearing includes
varying degrees of hearing loss which ranges from mild to
profound. Deafness is more than a typical disability; it is a
culture that has its own language, traditions, and beliefs
that bind these individuals together as a people. Deaf
people must have equal access to all audio information.
The text transcript does not replace real-time text caption-
ing. Just as it is beneficial for an individual to hear and
see the action as it unfolds, it is equally beneficial for deaf
persons to have an image of what is being presented as
they are reading the audible portion.


Mobility involvement includes any difficulties with
movement in the natural environment, which are conditions
like arthritis, cerebral palsy, muscular dystrophy, multiple
sclerosis, spina bifida, spinal cord injury, or traumatic brain
injury. Individuals with these conditions have a wide range
of variability or level of disability that range from minor,
the limited use of their hands, to quadriplegic, the inability
to move their limbs at all. For people with mobility involve-
ment, there are a variety of software packages available to
them: word prediction, eye gaze, and voice recognition.
Other adaptive alternatives may include a mouth stick,
alternative keyboards, adapted pointing devices, or sip and
puff devices.


Cognitive involvement interferences include learning
disabilities, autism, traumatic brain injury, cerebral palsy,
epilepsy, neurological impairments, or mental illness. As
with the previous groups, the levels of involvement are
wide ranging, but the majority of cases can be considered
mild to moderate. Software for this population identifies
textual information and presents that information in multi-
ple ways to address the needs of a wide range of perceptual
and other cognitive factors such as deficits in attention,
memory, perception, processing, and problem solving. By
using this software, learners are able to freely manipulate
the material and minimize learning barriers while maxi-
mizing transfer.


Many cases of overlapping exist in these categories. For
example, traumatic brain injury and cerebral palsy are listed
under motor and cognitive involvement categories. Other
examples are someone who is paraplegic and hard of hear-
ing, the child who is autistic and legally blind, or the woman
who is gifted and learning disabled, and so on. Table 36.1
illustrates the categories listed above and also provides
adaptations and design suggestions for each group.


When dealing with individuals, no one solution works
in all cases. In fact, no one solution ever works all the time,
even in cases of disability that may be exactly the same.
When considering diversity, instructional designers must
be aware that within each targeted population, each learner
brings a unique set of circumstances that will impact how
they learn.


Personal Story—Stephen Sullivan
I was born with bilateral cataracts, a condition I inherited.
A cataract is basically a clouded or defective lens in the
eye that blocks the light from reaching the retina causing
blindness. After surgical removal of the cataracts, I am
legally blind with a best correction of 20/200 in one eye
and 20/300 in the other. Throughout my K–12 education
(especially in the early grades), I could read the print in the
regular textbooks; I just had to look really closely. Perched
over the book with my nose only a half inch or so from the
page, I could read aloud just as well as any of the other
students. However, watching me read like this made my
teachers uncomfortable, even though I was able to partici-
pate and keep up. When I was in fourth grade, my teacher
decided that it would be best for me to use large print
books. These books were very bulky and I did not want to
use them. For example, my history book in large print was
actually five or six books. I had to turn the page 10 or more
times to my classmates’one page turn. I found it extremely
difficult to pay attention to content and get something
from the lesson while attempting to keep up with the cum-
bersome page turning. When I was called on to read,
I would often find myself on the wrong page. This rarely
happened when I was using the regular book. The worst
grades I ever made in my life were in fourth grade.


A second big issue for me in the classroom was not
being able to see what was written on the chalkboard or
presented in the front of the class. As long as I sat in
the front row, I could usually see just enough to get by.
I learned early on that if I listened closely and really paid
attention to what was being said by every participant in the
discussion, actually seeing what was being discussed was
not as necessary as other people seemed to think. I also
learned early on that if I never said anything about not
being able to read what was on the board or overhead but
looked in that general direction periodically as everyone
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TABLE 36.1 Categories of involvement with adaptations and design suggestions


Common Description Adaptations Design Suggestions


Vision
Involvement


Totally blind
Legally blind
Color blindness


Cane, Service animal, 
Screen reader
Software, Refreshable
Braille display,
Magnification devices,
Electronic and optical, 
Screen magnification 
software, Large print 
materials


• Use alt tags for any and all graphic items.
• Limit use of complicated tables or frames.
• Properly label headings.
• Provide skip navigation button.
• Avoid using background images to convey


important content information.
• Offer an alternative text only version Keep


materials free of unnecessary clutter.
• Avoid use of italics and serif (not smooth) fonts.
• Use high contrast between background, text,


graphics & navigation tools.
• Use basic black and white and gray when


possible.
• Avoid presentation of important instructional


information that requires color recognition.
Hearing
Involvement


Deaf
Hard of hearing


Close captioning
video phones,
TDD, Telephone relay,
Hearing aides,
FM system,
Pocket talker,
Amplified phones


• Use text captioning for all audio, video, or other
media.


• Offer text transcript of video, recordings, or
other audio normally heard by other students.


• Provide visual as well as audio notification for
any necessary cues.


• Provide sign language interpreter for any live
presentation such as lecture or guest speakers.


Mobility
Involvement


Paralysis traumatic brain
injury, spina bifita,
authorities, muscular
disorders


Word prediction
software, Eye gaze
software, Voice
recognition 
software, Mouth 
stick, Alternative
keyboards, Adapted
pointing devices 
or sip and puff 
devices


• Limit synchronous or real-time chat.
• Avoid simulations and games requiring high


manual dexterity.
• Avoid timed assessment.
• Limit timed assignments.
• Incorporate team work and group activities.
• Offer generous space for mobility device.
• Ensure compliance with standard physical


accessibility features as described in the
Americans with Disabilities Acts of 1990.


Cognitive
Involvement


Learning disabilities, 
autism, mental 
retardation, cerebral 
alsy, traumatic 
brain Injury,


Optical character
recognition software


• Avoid using pop-up windows.
• Make Web pages easy to navigate.
• Present a logical flow of content material.
• Always use page titles and sequential headings.
• Make all text portions large enough to be easily


seen and distinguished.
• Avoid the use of flashing on-screen objects.
• Allow as much time as needed. 
• Highlight important concepts.
• Provide audio and visual presentations


simultaneously.


else did, my classmates and teacher would soon forget
about my visual limitations and I would be able to partici-
pate freely in the class just like everyone else.


My experiences throughout my education and profes-
sional career have taught me how to adapt to different


environments and how the perceptions of other people
who are involved with me in the learning process affect
my learning experience. I want the instructional content to
be the focus, not my disability. But if the discussion starts
out on me and how my needs should be accommodated,
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the attention is drawn away from the content. I want to be
a part of a learning environment without being special or
singled out. It is possible for people who learn differently
to experience inclusion within the standard learning envi-
ronment without being a topic of discussion or concern.
The way this is done is through options. Give learners
the option to learn in their own way, whether listening if
eyesight is limited or reading with assistive technologies.
Provide variation in presentation and assessment. From
the beginning, design instruction so that it does not matter
if a student is in a wheelchair or speaking English as a 
second language. Each learner must have the same oppor-
tunity to contribute to the learning process, engage in
meaningful activities, apply knowledge to real-world
situations, and equally benefit from the overall learning
experience.


Multiculturalism
Multiculturalism is a term that has evolved over the years.
It is rooted in the representation of an individual’s identi-
fication and exposure to a variety of cultures. It focuses on
the complexity of individuals rather than their belonging
to one particular group or demographic. In this chapter,
we refer to multiculturalism generally as a representation
of how people with different characteristics interact,
learn, and exist together. We make the assumption that all
learners are multicultural.


The relevance of culture to instructional design
depends on perceived differences among people and how
designers think these differences will impact learning
(Rogers, Graham, & Mayes, 2007). The incorporation of
multiculturalism into instruction requires instructional


designers to reflect on his or her own culture, examine the
impact of culture on instruction, and consider the impli-
cations for instruction.


Reflection may not be an easy task for some due to the
dominance of social influence on individualism, immersion
in the cultural environment, and rarely experiencing being
an outsider (Bucher, 2000). Depending on the culture, indi-
vidualism is a characteristic that is celebrated or shunned.
For example, instructional designers can examine sensitivity
to multiculturalism by increasing awareness of the organiza-
tion’s vision of diversity, providing opportunity for the
audience to disclose learning or content barriers, performing
an exhaustive learner analysis, and soliciting feedback
regarding multicultural factors of the learning environment.


Learners’ multicultural perspectives have an impact on
the outcomes of the design of instruction and learning
environment, specifically on the type of delivery that
creates opportunity for variation in presentation. For
example, in facilitator-led instruction, some learners may
find it more difficult than other learners to interact and
freely speak. The type of activities must be all inclusive
while ensuring that each learner has an opportunity to
contribute to the learning process. Table 36.2 describes
some considerations for incorporating multiculturalism in
different type of deliveries.


Language, cultural interpretations, social norms, and
content balance require instructional designers to be strate-
gic managers of culturally biased content, assistive technol-
ogy, and sensitivity training. Language, in its most basic
form, may be simple to one person but ambiguous to
another. Method of delivery, dialect, accent, style, and many
other factors of language increase complexity in under-
standing content and application of knowledge. Therefore,


TABLE 36.2 Considerations for type of delivery


Type of Delivery Considerations


Self-instruction Create opportunity for reflection
Provide language options
Make recommendations for successful completion


Facilitator-led Utilize facility checklist for accommodations
Create diverse groups
Allow for flexibility in assignments and assessments


Online (instructor-led) Vary interaction with groups of students
Utilize technology to create a sense of community
Provide options in format of assignments
Establish guidelines on discussion


Computer-based Provide language options
Include sensitivity statements or training


On-the-job training Include shadowing
Present situations that would require sensitivity in problem solving
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the instructional designer must ensure that culturally biased
language is not used and a level of comfort is maintained
among learners.


Interpretations of cultural experience are essential
when considering the design of instruction (Guild, 2001).
How do we know what others are experiencing? Is it our
job to know about other cultures? Movement beyond a
limited view of the role of an instructional designer should
include considerations of the possible limitations and
cultures of current and future audiences. Stakeholders
should be educated on the criticalness of being culturally
responsive and adaptive to the challenges of all learners.


Social norms also present challenges to multiculturalism
in instructional design. Standardized activities or practices
for a particular group lay the foundation for learner attitudes
and educational perspectives. When using examples and
communicating with learners, it is not important to know
every social norm but to avoid referring to political correct-
ness, personal opinions, or controversial topics, unless the
training warrants that type of discussion. Setting guidelines
for these types of discussions, whether in person or online,
is essential when instructing the learners to communicate
with sensitivity and promoting cultural responsiveness
(Rogers et al., 2007).


Balancing the focus between content and context can be
a challenge in designing instruction, even without consid-
ering multiculturalism. Creating a learner experience that
increases retention and meets the needs of differential
learners indicates that a one size fits all approach will not
be effective (Rogers et al., 2007). Is there an imbalance in
uniformity and diversity? How does one know when char-
acteristics of a culture have become stereotypical or naïve
inferences about a group (Guild, 2001)? The assumption
that distinct learning styles fit a specific group may not
reflect reality. When aiming to design culturally sensitive
training that is balanced in content and context, first deter-
mine the scope of content, the degree of technological infu-
sion, and the complexity of multiculturalism. Next, take
into account a comprehensive learner analysis, its impact
on training objectives, and the appropriate type of delivery.


Several design components that are used to incorpo-
rate multiculturalism into instruction may also
contribute to other components of the learning process.
According to Rogers, Graham, and Mayes (2007),
authentic simulations, related resources, and opportuni-
ties for increased feedback can be included. Within the
content area, avoid the following: traditions, reference
to male/female relationships, teacher-student relation-
ships, clothing, daily activities, and use of time. When
appropriate, on-site visits and multicultural design
teams are critical components that create a sense of cul-
ture (Rogers et al.). Utilizing a diverse group of review-
ers during formative evaluation provides another avenue


for checking inclusion. Being flexible is key to achiev-
ing active participation and accurate assessments.


Personal Story—Joél Lewis
I am a seventh-generation descendent of Cudjoe Lewis, a
slave of the Clotilde, the last African slave ship to import
slaves to the United States. Growing up in a family rich in
heritage, I remember as a child going to my grandparents’
house every month to celebrate birthdays and learn of our
ancestry. All of the children of the family listened to the
elders tell stories, created art by drawing shapes, and made
music with wooden sticks. I am convinced that these experi-
ences and other experiences helped me with transculturation,
the process of adjusting to other cultures while maintaining
cultural identity (Butcher, 2000). This was a necessity
regardless of whether I identified in situations mostly as an
African American or as a female, or even as a student. It was
not until I was an adult that I began to understand how mul-
ticultural I was and how many of my characteristics have
shaped who I am and my view of the world.


In various stages of my life, I can recall how multicul-
turalism has impacted my education. In elementary school,
language was an evident barrier to my performance. Some
test questions were confusing because I thought the words
had a different meaning. For example, “bright” in my cul-
ture could be interpreted as a word to describe a person of
light complexion but on an exam, “bright” may describe a
person of high intelligence. Throughout my middle and
high school education, I began to question my racial iden-
tity. I attended schools that were approximately 60 percent
Caucasian, 37 percent African American, and 3 percent
Asian American. I was excited and proud to be in advanced,
honors courses. However, I was often confused as to why
I was one of a few minorities in those classes, while special
education courses were overwhelmingly composed of
African American students with low socioeconomic status.
What made me different from my friends in regular classes
or the students in special education classes? This reality
prepared me for what would prove to be the likelihood of
my educational and professional career.


In other learning environments, my gender played a
major role in how the instruction was delivered, and how
I learned. Like many of you, instructional design is not my
first career. I have a culinary arts degree and I worked in the
restaurant business, at that time a male-dominated field.
During my culinary education, females were steered toward
niches like baking and desserts. Males on the other hand
were encouraged to work with meats and ice. Although
I made sure that I learned how to do ice sculptures, many of
my female classmates were not encouraged to and did not
do some of the more male-oriented tasks. In my training as
restaurant manager, there were many challenges outside of








354 SECTION IX Current Issues in Instructional Design and Technology


the job tasks that were related to multiculturalism. Many of
the employees were from Mexico and different areas of the
United States. Some spoke English as a second language.
Certain employees were not accustomed to a female man-
ager. The training that I received did not equip me to work
through these challenges; however, I quickly learned that
understanding other languages and cultures was imperative
to my success as a manager and our success as a unit.


I believe my experiences inspired me to be an instruc-
tional designer who is aware of the importance of multicul-
turalism. I know firsthand how it can impact the learner as
well as the designer. As I design my courses, I account for
multiculturalism in my students and as well as myself. For
many of them, I am the first African American female pro-
fessor they have ever had. It is my responsibility to create a
learning environment where multiculturalism is embraced
and viewed as a valuable asset to the learning process. The
multimodal model below includes design implications to
create inclusive learning environments for physical, cogni-
tive, and cultural diversity in order to provide the greatest
opportunity for success for as many learners as possible.


Multimodal Diversity Model
Curriculum and instruction should include accessible alter-
natives that engage students with different backgrounds,
learning styles, abilities, and disabilities (Simoncelli &
Hinson, 2008). Specifically, universal design for learning
uses innovative technologies to address diverse learning
needs (Meo, 2008). Multimodal materials and methods pro-
vide a broad base for all learners (Pliner & Johnson, 2004).
While many aspects of UDL are important, there are three
basic principles of UDL: (1) multiple means of representa-
tion, (2) multiple means of expression, and (3) multiple
means of engagement (Rose & Meyer, 2002).


Multiple means of representation pertain to informa-
tion that is presented to learners and is considered the
“what” of learning (Rose & Meyer, 2002). This includes
how the instructor introduces new ideas, connects prior
knowledge, highlights important features, and the like
(Rose et al., 2006). The introduction and presentation of
instructional material to the learner, in as many formats or
modes as possible, will significantly reduce the later need
for accommodations. For example, making any slide or
other presentation material available online for later down-
load, providing clear and organized handouts, using
smooth and generously sized fonts, and creating a high
amount of contrast between background and text or images
will eliminate most visual perception issues. This will also
reduce acuity conflicts and the necessity for tedious note
taking. Not only can this reduce the difficulties for a
number of diverse learning concerns, but it also allows all
learners to engage in a more active listening environment.


Multiple means of expression or performance is con-
sidered the “how” of learning (Rose & Meyer, 2002). How
the learner will best express what has been learned
depends on the options and flexibility of available modes.
Such supports consist of testing formats, project produc-
tion or presentation, group activity, term paper, and the
like. A second factor affecting expression is the presence
of alternative supports for learning such as study groups,
review sessions, and opportunities for feedback (Rose et
al., 2006). By considering high flexibility and a variety of
options, aspects of learner expression will result in higher
learner success rates and fewer occurrences for needed
accommodation.


Multiple means of engagement is considered the “why”
of learning (Rose & Meyer, 2002). Just as learners differ
widely in ways they learn, they also differ in what motivates
or engages their learning (Rose et al., 2006). Considering
the target group of learners and what they have in common
is a major factor in designing of effective instruction. Some
useful strategies to foster diverse learner engagement
include relating the material to real-life experiences, pro-
viding clear and concise instructions, using various cultural
equivalents, offering flexible instructional scenarios, and
gathering plenty of learners’ input (Figure 36.1).


Conclusion
A good analogy for effective instruction is a quilt. A
quilt is a blanket comprised of many different pieces of
material made of patterns, cut into squares, and sewn
together. Each square represents the makeup of today’s
learners and the type of design necessary to meet their
needs. Many squares of material do not look alike but
must be sewn together in order to make a complete quilt.
Just as each pattern of a quilt is different and colorful,
this audience is diverse and unique. When one square is
missing from the quilt, it is not complete. Each member
of the audience is valuable and equally important to the
learning process. The role of the instructional designer is
to strategically bring together all the quilt squares and
connect them with sound instructional design strategies.
It is important to consider multiculturalism, physical
involvement, and cognitive involvement while integrat-
ing diversity into instructional design. Culture, physical
involvement, and cognitive involvement inclusively
assist in providing greater equity in learning.


Opportunities for learners to interact and feel comfort-
able enough to provide feedback are important strategies
in incorporating multiculturalism in instruction. To set a
tone of sensitivity and acceptance, the design approach
to engagement determines how the audience will interact
in the learning environment, the perspective of the learn-
ing experience, and perceived achievement in learning
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outcomes. Learners need a variety of exercises and types
of assessments that reflect objectives. These must also
allow for interaction. Learners must exist in an environ-
ment in which they can communicate their disabilities and


perceived challenges to learning. As our society faces
challenges in an ever-changing world, it is the role of
instructional designers to reflect on personal perspectives,
embrace diversity, and meet the needs of all learners.


FIGURE 36.1 Multimodal diversity model: Strategies to use when attempting to include diverse learners in the design
of instruction. This model incorporates physical, cognitive, and cultural diversity in the three principle areas of UDL: multiple
means of representation, expression, and engagement.
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1. Implement universal design at the beginning of the
design process to eliminate the need for additional
accommodations after implementation has begun.
Designing instruction for diverse learners requires
instructional designers to be aware of individual
differences and adaptive technologies available to
establish equity in learning.


2. Create learning environments that promote
cultural sensitivity, flexible learner interactions,
and authentic learning experiences. Be prepared to
identify cultural barriers in learning, to anticipate the


needs of learners, and determine appropriate design
implications.


3. Make all instructional materials accessible. Make
sure any video or audio feeds are captioned and
provide text transcripts for all audio portions,
including visual indications of any audio cues or
other necessary audio features of any kind.


4. Organize instructional materials focusing on
layout to provide logical progression of
information ensuring clear and simple navigation
and/or readability. When creating text portions,


Summary of Key Principles
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consider size, readability (clear font face), and color
contrast. Label with alternate text tags those items
that are not text such as graphics, navigation tools,
headings, and buttons. Offer full text versions when
possible. Limit flashy pop-ups, complex graphics,
and complicated tables and frames.


5. Provide flexible instructional alternatives for
expression when possible. Limit strict time
constraints on any form of assessment, required
instructional assignments, or activities. Incorporate
flexible time limit policies whenever possible. Limit
real-time chats.


Application Questions


1. You are an adjunct instructor at a local university.
A policy change has been made regarding
curriculum and instruction for the upcoming
semester. All courses at the university will now be
developed using the three basic principles of
universal design for learning of multiple means of
representation, multiple means of expression, and
multiple means of engagement. You are teaching a
300-level educational media course for future
teachers that involves the uses of the technology in
the classroom. Specifically, you will be teaching
these future teachers how to utilize elements and
activities of the online environment such as
blogging, pod and video casting, social networking,
and so on, when teaching their future K–12 students.
a. How would you set up your course to meet the


needs of diverse learners? How would you incorpo-
rate multimodal activities at the stages of represen-
tation, expression, and engagement?


b. What design implications would you implement to
integrate multiculturalism in this technology
course for future teachers?


2. The city of New Orleans, Louisiana, is often
threatened by dangerous hurricanes during the time
between June 1 and November 1 each year. As you
may recall the city was devastated by hurricane
Katrina in August of 2005. Many people lost their
lives because of, among other things, a seriously
flawed evacuation plan. In an effort to ensure that this
never happens again, city planners and public safety
officials have devised an innovative and remarkable
evacuation plan in the event of another catastrophic
hurricane. You have been hired to develop and
implement a series of public training seminars to
educate the public about the evacuation plan.
a. What questions would you ask in a learner analysis


to ensure that you collected information regarding
culture and physical/cognitive impairments?


b. How would you prepare for these seminars consid-
ering a diverse population: culturally, economically,
educationally, and otherwise?


c. What strategies would you use to present the infor-
mation in the seminars reaching the greatest number
of people possible?
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Despite the title of this chapter, we hold the view that thenature of design is not, in fact, changing. What is chang-
ing is the attention being paid to design as a topic for study
across disciplines, and the resulting conception of designing
within many traditional fields of design practice. Those
changes, in their turn, are providing both clarity and energy
to long-standing discussions within the field of educational
technology regarding the true nature of what we do. After all,
for several decades, the mainstream view in the field of edu-
cational technology has been that we are a science (albeit one
with a theory base alternatively characterized defensively as
eclectic or derisively as weak to nonexistent). Voices calling
this view into question have sounded regularly during that
time, sometimes provoking debate but generally not regarded
as offering a serious challenge to the mainstream view—or
they have been seen as being of interest only to our media de-
signers or production specialists. However, as scholars
across disciplines rethink the nature of design and turn seri-
ous attention to its study, new views of design are coalescing
within educational technology as well.


Existing Conception of Design 
in the Field of Educational Technology
Review of the literature in educational technology reveals
that the term design is used frequently and inconsistently.
Seels and Richie (1994) have identified several common
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uses of the word. Of these, perhaps the most widespread
conception of “design” in educational technology
currently is as one of the steps, or concepts, in a process-
centric, ADDIE-type model which is tied to the scientific
view of the field. However, as we proceed to make the
argument that this view is changing and should change,
we will use the term design in a broader sense—as
encompassing the total endeavor required to improve
learning and performance.


The way in which we frame our understanding of
design is of no small consequence for research on and
practice of design in this field. Over the last fifty years, a
tremendous amount of effort has been invested in develop-
ing systems-based process models to guide instructional
design work. There are now hundreds of such models.
These models have become so pervasive and influential in
framing our understanding of instructional design thinking
and work, that they are sometimes seen as the embodiment
of our design knowledge. Dick (1997) states, “our models
have been quite useful to us in terms of summarizing the
research and procedures of many contributors to our field.
Our theory, as represented in our models, can be seen as
a succession of “if-then” statements” (p. 47). In other
words, design (in the larger sense of “what we do”) is
widely considered to be equivalent to process.


Of course, educational technology is not the only de-
sign field in which process models emerged during the
1960s and 1970s (see, for example, Alexander, Ishikawa, &
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Silverstein, 1977; Jones, 1970). Process models, or con-
ceptual models used as tools for designing, emerged at this
time in many design fields as an attempt to describe “the
creative problem-solving process at work in design by way
of the logical structure of overt activities that appears to
take place” (Rowe, 1991, p. 45). It may sound familiar to
readers in this field when Rowe observes, “the whole
process of design, it was believed, could be clearly and
explicitly stated, relevant data gathered, parameters estab-
lished, and an ideal artifact produced” (p. 49). Perhaps less
familiar to us is his conclusion, stated after a prolonged
discussion of the complexities to be observed in actual
design activities, that


in almost all cases the step beyond description into a nor-
mative realm in which process became pursued as an end in
itself resulted in abject failure. Attempts to devise the
process became exercises in inanity when compared to the
great subtlety and profundity of observed problem-solving
behavior. (p. 111)


Both process models and the predominant understanding
of design as a component within them have, in contrast, re-
mained remarkably stable in the field of educational tech-
nology. In fact, as recently as Branch (2009) explains
ADDIE (analyze, design, develop, implement, and evalu-
ate) as “a product development paradigm” (p. 1) in which
each phase “generates a deliverable . . . [which] . . . is then
tested prior to becoming input for the next phase in the
process” (p. 4), and he centers an entire textbook around “a
family of models that share a common underlying structure
[ADDIE]” (p. 5)—in other words, phased process models.


Examining possible motivations for the seemingly
simultaneous development of these model-based under-
standings of design across a number of design fields may
help explain the persistence of this view in educational
technology. In his analysis of the move to focus on process
models in traditional design fields, Cross (2007) ascribed
at least some of the activity to “aspirations to scientise
design,” the most positive aspects of which were efforts to
establish modern design as “distinct from pre-industrial,
craft-oriented design—based on scientific knowledge”
(pp. 119–121). Along with the effort to make design
scientific, we can see the concern that if design is not
scientific, then it has no basis for any claims to validity.
Merrill, Drake, Lacy and the ID2 Research Group (1996)
expressed this latter view:


Instructional design is not merely philosophy; it is not a set
of procedures arrived at by collaboration; it is a set of scien-
tific principles and technology for implementing these prin-
ciples in the development of instructional experiences and
environments. . . . Too much of the structure of educational
technology in general and instructional design in particular
is built upon the sand of relativism, rather than the rock of


science. When winds of new paradigms blow and the sands
of old paradigms shift, then the structure of educational tech-
nology slides toward the abyss of pseudo-science and
mythology. We stand firm against the shifting sands of new
paradigms and “realities.” We have drawn a line in the sand.
We boldly reclaim the technology of instructional design that
is built upon the rock of instructional science. (p. 7)


In our view, such an argument sets up a false choice be-
tween science and not-science. We believe that instruc-
tional design is not a science and does not need to cast
itself as a science to retain legitimacy, but that it can posi-
tion itself within the design tradition and still draw upon
scientific principles and processes as needed.


Moves to Expand the View 
of Design in the Field of Educational
Technology
Some scholars within educational technology have argued
for broadening our view of design beyond that of a
process-model-based science, and we review a few notable
examples here. As early as 1983 Kerr made an empirical
attempt to discover what designers were actually doing as
they worked and concluded that our field needed to exam-
ine links with other fields of design. Almost ten years later,
Murphy (1992) employing a framework from Lawson’s
How Designers Think (1980), compared the generalized
characteristics of design to those of the problems we ad-
dress in our field, and argued that the two were congruent.
He sent out a plea to his colleagues to “look and learn from
the design world” (p. 282). In 1997 Davies called for rad-
ical parallelism in the activities of design, “determining
goals while designing impact prototypes and simultane-
ously identifying appropriate subject matter content”
(p. 41), and for acknowledging the chaos of the real world
in our design processes. Taken together, Davies’s recom-
mendations imply a serious erosion of the central position
of the process model, if not an actual repudiation of our
identity as a science. Wilson (2005a, 2005b) carried these
notions further when he observed the need to consider
“practitioner perspectives as a needed antidote to the sur-
feit of high-road theory and privileging of science over
other ways of knowing and doing” in the field, and calling
ID “a legitimate field of endeavor in its own right” (2005b,
p. 11). His extensions to the foundations of the field imply
broadening our view of design to incorporate “often neg-
lected aspects of design . . . moral and value layers of
meaning and the aesthetic side of our work” (2005a, p. 15).


Smith (2008) examined the published definitions and
the most-used textbooks in the field, presumably the doc-
uments expressing best how we wish to be perceived, to
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determine a sense of how we understand design in this
field. She determined that


idealized representations of design in educational technol-
ogy tend to characterize design as being oriented on
process, conducted as systematic work, represented by
models, based on theory, grounded in data, characterized
by subdivision and specialization, and focused on problem-
solving. (Smith & Boling, 2009, p. 3)


Then she discussed the implications and limitations of
this view, including the need to focus on all the key aspects
of design rather than on strategy alone; the need to develop
and use precedent as a knowledge base in the field; the im-
portance of designer judgment and its role in decision
making; the desirability of viewing design as exploratory
in addition to problem-driven; and the possibility of incor-
porating a conjecture-analysis approach to design (in
which ends are imagined and used to shape design action,
the result of which is continuously analyzed in the light of
evolving understandings) to augment the current analysis-
synthesis approach (analyze a problem, select responses to
its component parts and synthesize these into a solution).


Rowland (2008) has explored the notion of educational
technology design as “a fully developed system of inquiry
for educational contexts” in which “design and research
would transform each other . . . as independent inquiries . . .
with formal intersections” (p. 7). In this view, design is
cast as a legitimate form of knowledge building equal to
traditionally recognized research and functioning in part-
nership with it; the two would work together to produce
true innovations in education. None of these authors has
advocated turning entirely away from the rational in
design, although they do call into question the centrality of
the process view and its limitations for addressing
complex, mutable, human situations.


Arguments calling for a move away from the process
orientation in ISD have, until just recently, been hampered
in part by two related assumptions; first, that process ori-
entation is a prerequisite for serious, scientific work, and
second, that art is the opposite of science. It is possible to
see the view that art and science are the primary, or the
only, traditions by which educational technology can
identify itself played out in the 1995 exchange between
Dick and Rowland in Educational Technology. Dick,
taking his lead from some critics of ISD, squares off
“creative” (or artistic) design against “systematic” (or sci-
entific) design, with the underlying assumption that if one
does not practice scientifically, one must therefore prac-
tice artistically and, presumably, with a resulting lack of
rigor or credibility.


We challenge the art versus science assumption di-
rectly, and in so doing, eliminate the need for the related,
“process-model as science” assumption. Instead of viewing


these traditions as oppositional, it is possible to see art and
science as distinct traditions with some fundamental
commonalities—particularly the search for overarching
truths and to see design as a separate tradition (Nelson &
Stolterman, 2003) with its own ways of knowing and of
building knowledge, driven by the search for “the ultimate
particular—the specific [instance of] design” (p. 33; italics
in the original).


The view of design as a tradition, which centers on the
multiple activities of designing and characterizes them
all as “design,” describes everything that we do in ISD (for
example, design research or analysis, prototyping evalu-
ation, production) as part of design (Nelson & Stolter-
man, 2003). The design tradition, as it is conceived in this
way, is different from—and exists on a par with—
science, although it does use and rely on science, just as
science uses and relies on design (Baird, 2004; Gibbons,
2000; Nelson & Stolterman, 2000; Rust, 2004). Within
this view, designing is viewed as action toward concrete,
although not comprehensively describable, goals within
a complex conceptual space comprising possibilities
and constraints in which the designer(s) and not their
tools are the primary force resolving tensions into re-
sults (Boling, 2008; Cross, 2007; Goel & Pirolli, 1992;
Lawson, 2005).


In the conceptual model of design as a space rather than
a process, a number of “invariant features” distinguish de-
signing from other forms of problem solving (Goel &
Pirolli, 1992, p. 395). These are partially summarized as
incomplete information on start and goal states, and no
fixed rules for transforming one to the other; multiple con-
straints of multiple types, none of which define the prob-
lem or its solution completely; interrelated parts that affect
each other but are not inherently structured except as the
designer structures them; and complexities of scale arising
from design problems lasting days or years instead of min-
utes or hours (pp. 401–402).


In such a design space, where a single, general process
model—or a panoply of specific ones—cannot provide the
direction required to transform from goal state to end state,
scholars across many disciplines are establishing new
value for broad design knowledge. They are studying de-
sign expertise, design knowledge and design pedagogy
(Lawson and Dorst, 2009), and recognizing the nature of
design as cutting across disciplines (Durling, Rust, Chen,
Ashton & Friedman, 2009; Goel & Pirolli, 2007). Design
thinking is viewed as separate from other modes of
thought and valued in practice (Brown, 2008; Cross,
2007). Design knowledge and action are viewed as legiti-
mate and important objects of study, and design is seen as
a distinct form of knowledge building (Boling, 2008;
Dorst, 2008; Lawson, 2002; Stolterman, 2008).
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Emerging Variance in Design
Perspectives and Tools within
Educational Technology
As scholars turn to the study of designing, we have come
to the realization that experts do not use the tools for de-
sign that scholars develop and teach in this field (Cox &
Osguthorpe, 2003; Rowland, 1992; Stolterman, McAtee,
Royer & Thandapani, 2009; Visscher-Voerman & Gustafson,
2004). Worse yet, while these tools are expected to support
us effectively in teaching ISD (Dick, 1995), Lawson and
Dorst (2009) argue that such tools may actually defeat the
development of design expertise. Individuals and groups
within the field of educational technology are establishing
a more varied landscape of tools for design and perspec-
tives on design than that which has prevailed in the recent
few decades. Scholars in the field are adapting ideas rap-
idly from traditional and emerging fields of design (e.g.,
architecture, product design, human-computer interaction
design, software design) and working to integrate them
with existing ideas.


Principles-Based Design


Several scholars have taken principles as the central con-
cern in their studies of designing. Silber laid out in 2007 a
clear synthesis of many of the ideas put forward by design
researchers, including the idea that design requires a spe-
cialized type of thinking that shares commonalities across
design disciplines and that such thinking cannot either be
captured in a process model or taught effectively via such
a model. His conclusion is that “ID is a set of principles
and heuristics that expert IDers use to solve ill-structured
problems” (p. 10), and he gives six pages of “principles
that IDers keep in mind as they define and solve ID prob-
lems” (p. 10) organized roughly around the concepts
represented by ADDIE (which he also defines as a model).
Reigeluth and Carr-Chellman (2009) take a similar, although
much expanded view. They have solicited instructional
theories, or “sets of goal-oriented, normative, artificial-
science principles” (p. 19) from multiple authors. They
organize these theories into types “pertaining to various
aspects of instruction” (pp. 8–9)—event, analysis, planning,
building, implementation, and evaluation—and present
them in groups related to various approaches to instruction
(e.g., direct instruction, problem-based instruction,
simulation). Merrill (2009) has also focused on a basis in
principles for designing by identifying a limited set (five)
of first principles that characterize effective designs;
that is, the principles are goals to be achieved in the
products of design rather than guidance for the moves
made during design.


Design as Problem Solving


Jonassen (2008) counters Silber’s (2007) model of design-
ing as primarily the selection and application of principles
with a view informed by similar sources, but presented as a
cyclical process. In this process, designers build a “design
model that represents the proposed solution” (p. 24), both
responding to constraints—technological, economic,
political/organizational, environmental, learner-related and
physical (p. 23)—and creating new ones as they iterate
through cycles of decision making. In this model of de-
signing, the biases and beliefs of designers impact decision
making on a par with other constraints (p. 23). His model
seems to have much in common with the notion of a design
space that is constantly shaped and reshaped by designers
using the faculty of judgment to execute disciplined moves
that both affect the outcome of designing and are affected
in their turn by subsequent moves.


Design Languages and Layers


Gibbons (2000) has explored issues surrounding the
knowledge educational designers (he uses the term “tech-
nologists”) use and how that knowledge is represented,
drawing from diverse fields of design practice, especially
engineering and architecture. He offers a view of design
centered on the product of design rather than the process
of design. In this view, instructional designs are a system
of layers, each characterized by unique design goals, con-
structs, theoretical principles, design and development
tools, and design processes (p. 23). Related to this view of
designing, Gibbons and Brewer (2005) explain that
designers in multiple fields benefit from “the identification
and use of design languages . . . [which] . . . supply the set
of structures and structuring rules used to complete
designs within each layer” (p. 111). They enumerate mul-
tiple benefits that would accrue from a program of design
language study within the field.


Aesthetics in Design


Wilson (2005b) named aesthetics as one of two new “pillars
of practice” in instructional design (p. 10), explaining that
“instructional designers are designers of materials, but they
are also designers of experience” and that their goal in this is
to assist in creating “heightened levels of immediate experi-
ence” for learners (p. 15; italics in the original). Parrish
(2009) has elaborated this idea extensively, based in large
part on a reexamination of Dewey’s explanation of aesthet-
ics. Aesthetic experiences are “those that are immersive,
infused with meaning, and felt as coherent and complete”
(p. 511). These qualities of experiences are seen as a critical
driver for learning, not as a decorative gloss that might add
appeal to a design but will ultimately distract learners from
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the real point of instruction. Rather than focus on design
process, Parrish states that achieving such qualities requires
imagination and empathy on the part of the designer (p. 254).


Agency and Design Character


Schwier, Campbell, and Kenny (2007) focus on designers
themselves, describing them as “active, moral, political and
influential” change agents (p. 1) operating within an
emerging model that includes “interpersonal, professional,
institutional and societal dimensions” (p. 2). In their study
of how designers in the field perceive themselves and their
practice, they “heard many stories of transformation and
courage that transcend the technical and systematic bound-
aries of conventional ID [instructional design]” (p. 3). Their
model of agency stresses moral commitments, responsibil-
ities to people and the profession, and contributions to sig-
nificant social influence. Their findings are congruent with
the views of scholars who place character at the center of
design (Nelson & Stolterman, 2000). Osguthorpe and
Osguthorpe (2007) explore issues related to the character of
designers, discussing conscience and personal beliefs
within an extended framework that includes historical,
psychological, sociological and philosophical foundations.
Boling (2008) addresses the necessary qualities of design-
ers. Drawing on the concept of the human instrument
(Lincoln & Guba, 1985), she posits that the designer, or
design team, is the only instrument complex and responsive
enough to act within situations that are not comprehen-
sively knowable. This instrument must be able to appreciate
the knowledge embedded in existing designs and translate
those to tangible form (object or experience); to act oppor-
tunistically and synthetically without distorting the design
space; to tolerate uncertainty and risk; to be self-confident
in changing the problem-as-given; and to be able to exhibit
multiple forms of design judgment reliably and to good
effect. None of these is a skill which can be reduced to an
algorithm, a set of principles or a process diagram.


Performance Improvement


Many in the field now promote an expansion of the products
of design (from instructional materials and experiences to
performance interventions) while retaining an essentially
scientific orientation for the process of designing. However,
descriptions of human performance technology (HPT)
make it clear that this expansion in the products of design
has in turn placed pressure on the model-centric view of de-
sign as an activity. We concur with Rowland, who observed
in 1995 that questions surrounding design process should
not be framed as linear versus iterative, but as “‘determin-
ism’ versus ‘definedness’” and stated, “I believe that the
field of human performance technology grew out of such
concern” (p. 22). In other words, it is possible to see HPT


primarily as the outgrowth of efforts to reconceive and
expand the notion of design.


Implications of Emerging Views 
on the Nature of Design
No single perspective is emerging to replace reliance on
process models as the core of designing within the field, and
we would argue that this is appropriate. While a broader,
more complex view of designing seems to us to be needed in
educational technology, it would be a waste to spend our col-
lective effort seeking to capture this view in a single unifying
model or theory of designing. If one entertains the view that
design is a valid (and complex) tradition, not a subset or prac-
tical application of some other tradition, we see a number of
implications for what we would do as a field.


Discriminate more carefully than we do now 
between building scientific knowledge and 
building design knowledge.


We would not study a single design in a single context, or
the process of creating a single design, and then attempt to
generalize principles from that study to all other designs or
even to all other designs of that general type. We would
study more individual designs in context and disseminate
rich descriptions of those designs as valuable contributions
to the expertise of all designers in the field.


Value some types of knowledge and knowledge
building differently than we do now.


Precedent, the unique body of work as experienced by
each designer and drawn upon for both specific and gen-
eral purposes in designing, is a specific example. We have
too many principles (theories) that leave designers still
floundering for appropriate moves and too few examples
on which to build true expertise. Craft, or skill situated in
a domain, is another example. Instructional design theory
does not bridge the gap between articulated strategy and
actual instruction; the knowledge to do so has been pres-
ent but invisible in our field as in others (Sless, 2008), and
needs to be recognized as a viable area of study.


Learn more about standards for discipline 
and judgment in design and work to establish 
such standards within the field.


Instead of striving to identify the correct way to carry out
design, or the definitive principles for producing different
classes of design outcomes, we would define the parameters
of disciplined judgment and action in design. Those pa-
rameters would place responsibility onto designers and 
design teams for recognizing and shaping the design
space and employing appropriate processes and principles
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within it. While we place this responsibility on designers
now by leaving the hard work of translating simplistic (or
sometimes overly determined) models into meaningful
action, that work is currently viewed at best as devising
ingenious workarounds in response to constraints that
prevent the ideal process from being used, and at worst as
guilty deviation from a standard, or ideal, model.


Expect a broader range of capabilities 
from the instructional designer.


Just because what we offer by virtue of our design knowledge
may be better than what people had before does not mean that
what we are offering is good enough, or that we are viewing
ourselves in the largest sense as guarantors of design—
responsible for the decisions we make about what we work
on, for how we do that work, and for all the consequences of
what we create (Nelson & Stolterman, 2003). Such responsi-
bility calls for designers who are prepared far beyond their
cognitive grasp of instructional theory, their ability to follow
a certain process, and even their ability to conduct an empa-
thetic, productive subject matter expert interview. To us this
means that we have to question the widespread view that start-
ing our students off with a highly simplified representation of
what we do is “a reasonable strategy for teaching a process to
novices” (Dick, 1995). Lawson and Dorst (2009) quote Wim
Groeneboom, “one of the founding fathers of the faculty of
Industrial Design Engineering at TUDelft” as saying:


The big disadvantage [of design methods] is that through
this kind of teaching we take away the insecurity of the stu-
dents. It is a way of quickly and efficiently explaining
design but that is deadly. Students have to learn to deal with
uncertainty, and we take that away by this kind of teaching . . .
In the end, I would say that dealing with uncertainties is the
core of our design profession. (p. 33)


Conclusion
Arguments can be expected to continue over what part
science plays in what we do (whether science is best seen
as our total definition or as a cooperative tradition), but we


in educational technology have the choice at this moment
to define ourselves as part of the design tradition, rather
than as a branch of science or as a science-based art. If we
opt not to make this choice, we run the risk that the limi-
tations of a process-centric view, or “scientised design”
(Cross, 2007, p. 119) will distort and stunt our efforts to
progress as a field of practice and of study. As Dorst
(2008) points out, when process models are created, other
critical aspects of design (specifically the object of de-
sign, the designer, and the context of design) are “brack-
eted” out (p. 5). This leads to specific problems; expert
designers do not use the methods or tools that scholars de-
velop, and it becomes difficult to grapple with large
changes that affect design (like digital media) (p. 7). To
the extent that we lag behind in exploring and under-
standing the complex nature of design, other fields of
practice will pick up the concerns we consider to be cen-
tral to our own field and before long address them more
effectively than we can do ourselves.


As active members of the design tradition, however, we
become part of a diverse community that shares a broad base
of fundamental characteristics in spite of any differences in
focus and outcomes between us. We therefore benefit from
the current surge in the study of design and designing, and
can offer in turn to others the real benefit of our own disci-
plined outlook on the practice of design built up over recent
decades. We can engage in discussions about the tools and
processes we use without having to end those discussions by
choosing just one of these as “the right one.” We can argue
productively about theories of learning and instruction be-
cause we will not be confusing these with our practice of de-
signing. We can study the individual outcomes of design
without having to distort those studies with unsupportable
claims for all designs in order to make them scientific. We
can use the principles we develop as what they are—tools
for design—rather than as universal truths capable of gener-
ating designs all by themselves. And we can engage in le-
gitimate scientific study of what we do, which will produce
improvements in learning and performance far beyond those
we are able to achieve today.


Summary of Key Principles


1. Instructional design is not a science and does not
need to cast itself as a science in order to retain
legitimacy; we can position ourselves within the
design tradition and still draw upon scientific
principles and processes as needed.


2. Process models have become so pervasive and
influential in framing our understanding of
instructional design thinking and work, that they 


are sometimes seen as the embodiment of our design
knowledge.


3. Experts do not use the tools for design that scholars
develop and teach in this field (process models and
prescriptive theories), and when used as a primary
vehicle for teaching such tools may actually defeat
the development of design expertise.
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4. Scholars in the field are adapting ideas rapidly from
traditional and emerging fields of design and
working to integrate them with existing ideas. No
single perspective is emerging to replace reliance on
process models as the core of designing within the
field, and this is appropriate.


5. Just because what we offer by virtue of our current
design knowledge may be better than what people


had before does not mean that what we are offering
is good enough. To the extent that we lag behind in
exploring and understanding the complex nature of
design, other fields of practice will pick up the
concerns we consider to be central to our own field
and before long address them more effectively than
we can do ourselves.


1. Your instructor for a graduate course on New Media
in Ed Tech has taken you to visit a video game
design house in a nearby city. During the visit your
class focused on the instructional components that
are built into the games being created there, and you
noted that no one you spoke to mentioned terms you
might have expect to hear—task analysis,
instructional strategy, and so on. When you asked
about the process they use, the answers seemed
vague and the designers got impatient discussing
process. It almost seemed as if they made the
process up as they went along for each game they
designed. As a game player yourself, though, you
know that the instruction in the games from this shop
is really good; you have learned to play several of
these games quickly compared to some others and
you have admired the strategies that were used to
incorporate tutorial elements into the game play.


What factors might contribute to these designers
being able to create effective instruction without the
use of an articulated process model for doing so, and
how would those factors interrelate?


2. You work in a small consulting group that develops
instruction for a diverse range of clients. Recently
you have been approached by a potential client who
has been disappointed in what they term “the same
old modules of training.” She is looking for a fresh
way to approach some tricky learning situations in
which new MBAs who are hired for their high levels
of drive, self-confidence, and innovative thinking are
being trained to use—and respect—the safeguards
that large financial firms must employ to avoid major
risks without squashing morale. They have
substantial funding and have encouraged you to start
by exploring a way to help them that will not look
and feel just like the standard training so many
groups produce.


Using one or more of the new views appearing in
the field, how might you tackle this project? How
might you structure your view of the design space
this client is presenting and frame, or reframe, the
problem as given to you? Which aspects of the
client’s request would be most difficult to address
using a traditional ISD view?
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The Case for Fully Guided
Instructional Methods1


Richard Clark


This chapter describes an evidence-based debate aboutthe amount of instructional guidance that should be
provided to learners. On one side, the claim is made that the
best evidence leads to the conclusion that one of the most
popular instructional strategies used in the design of both
formal education and business training does not perform as
promised. The approach to instruction being questioned is
based on the assumption that students will learn best if they
are provided with minimal to moderate guidance and then
challenged to construct or discover a way to perform a task
or solve a problem. On the other side are advocates for fully
guided instruction. In the interest of full disclosure, I’m
partial to the evidence supporting full guidance even
though I started out on the other side.


This portion of the chapter begins with a description of
the instructional design models that are the subject of the
debate and then provides an overview of the evidence that
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supports each view. Finally, the discussion turns to an issue
about the impact of the models on transfer and adaptable
learning.


Design Models Employing Minimal 
to Moderate Guidance


Minimal to moderate guidance is a defining element of
many popular approaches to instructional design includ-
ing constructivism (Duffy & Jonassen, 1992); communi-
ties of practice (Brown & Duguid, 1991); problem-based
learning (Schwartz & Bransford, 1998); inquiry learning
(Papert, 1980); collaborative learning (van der Linden,
Erkens, Schmidt, & Renshaw, 2005); scaffolding (Pea,
2004); immersive training (Psotka, 1995); serious games
(Clark, 2007); and discovery (Shulman & Keisler,
1966). Its origin in this century probably extends back to
work by Jerome Bruner (1961) who used early 1900s
Piagetian child development theory (see Piaget, 1928) to
support arguments for the benefits of discovery. Savery
and Duffy (2001) clearly describe the minimal guidance
approach when, in a discussion about teaching
science and mathematics, they observed, “we do not
want the learner to . . . execute scientific procedure as
dictated . . . but rather to engage in scientific problem
solving” (p. 4)—and further, “the teachers role should be
to challenge the student’s thinking, not to proceduralize
that thinking” (p. 5).


1The project or effort described here has been partly sponsored by a grant
to the author by the U.S. Army Research, Development, and Engineering
Command (RDECOM). Statements and opinions expressed do not nec-
essarily reflect the position or the policy of the United States Govern-
ment, and no official endorsement should be inferred.
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Savery and Duffy provide a compelling vision, and yet
all comprehensive reviews of the research and evaluation
evidence for discovery approaches, from those published a
half century ago (Shulman & Keisler, 1966) to those
published recently (e.g., Mayer, 2004; Kirschner, Sweller, &
Clark, 2006), indicate clearly that minimal to moderate
guidance is not as effective or efficient as fully guided
instruction.


Fully Guided Instructional Models


Fully guided instruction, which has also been called direct
instruction (Klahr & Nigam, 2004), explicit instruction
(Gersten et al., 2009), and guided experiential learning
(Clark, 2009) has been described as “providing informa-
tion that fully explains the concepts and procedures that
students are required to learn as well as learning strategy
support that is compatible with human cognitive architec-
ture” and they define learning as “a change in long-term
memory” (Kirschner, Sweller, & Clark, 2006, p. 75).
As Sweller, Kirschner, and Clark (2007) explained, “long-
term memory” includes specialized memory storage for
both conceptual knowledge and procedural knowledge
organized in topical schemas. Gersten et al. (2009)
describe the use of fully guided instruction in the class-
room (they call it “explicit instruction”) in the following
way: “(a) The teacher demonstrated a step-by-step plan
(strategy) for solving the problem; (b) the plan was prob-
lem specific and not a generic, heuristic guide for solving
problems; and (c) students were actively encouraged to use
the same procedure/steps demonstrated by the teacher”
(p. 1228). Clark (2009) explained that the learning strategy
support needed for guided instruction must “1. . . . provide
an accurate and complete demonstration of how (deci-
sions and actions) and when (conditions) to perform a task
or solve a class of problems; 2. When adaptive transfer is
required, guidance must also provide the varied practice
and declarative knowledge that permits learners to adapt
a procedure to handle a novel situation. 3. Guidance
requires forced individual application practice of proce-
dures accompanied by immediate corrective feedback on
part and whole task versions of problems and tasks that
represent those to be encountered in the transfer environ-
ment” (p. 161, italics in the original).


Evidence for the Two Families 
of Design Models


Advocates for minimal to moderate levels of guidance
have located specific studies that are offered as evidence.
Yet as Hmelo-Silver (2004) has observed, “much of the
research has been restricted to higher education, predom-
inantly in medical schools. There is little research with
K-12 populations. Much of the research has used case


study, pre-post test, or quasi-experimental designs rather
than controlled experiments” (p. 260). Romiszowski
(2006) offers a very insightful commentary on the philo-
sophical issues that discourage controlled experiments
among many constructivist scholars. The main difficulty
with the kinds of studies that are offered in support of
minimal guidance is that guidance is not systematically
varied, despite the use of pre- and posttests in some stud-
ies. If we learn from a case study or a pre-post experiment
with one treatment that minimal guidance helps students
learn, we don’t know if more guidance might help them
learn significantly more in less time.


Mayer (2004) provided a historical review of the past
fifty years of both laboratory and field-based experiments
where guidance was varied and found consistent evidence
against discovery and in favor of fully guided instruction
for all ages, all tasks and all contexts. He reasoned that
instructional designers were attracted to constructivism
and discovery because most learning requires that learners
draw on prior knowledge to solve problems and handle
new tasks. He cautioned, however, that this observation
was not evidence for the superiority of discovery over fully
guided instruction. A review by Kirschner, Sweller, and
Clark (2006) reached the same conclusion as Mayer. They
focused their review on the past couple of decades of math-
ematics and science education research in schools and on
the education of physicians in medical schools. A similar
conclusion can be found in recent meta-analytic studies of
experiments comparing a variety of strategies for helping
students who have difficulty in school; Gersten et al.
(2009) conducted a meta analysis on a variety of more or
less “explicit” instructional methods used to teach students
who had experienced difficulties learning mathematics.
Their definition of explicit was similar to those used in
other studies: “(a) The teacher demonstrated a step by step
plan (strategy) for solving the problem; (b) this step by
step plan needed to be specific for a set of problems
(as opposed to a general problem-solving heuristic
strategy); and (c) students were asked to use the same
procedure/steps demonstrated by the teacher to solve
the problem” (p. 1210). They reported an effect size for
explicit mathematics instruction of 1.22 (an average
increase in test scores of 35 percent over other instruc-
tional approaches tested). When Gersten et al. (2009)
focused only on studies that appeared to fully implement
explicit instruction the effect size jumped to 1.78, for an
approximate gain in learning of 46 percent.


It also appears that the more successful instructional
design models emphasize guided instruction. For example,
Merrill (2002, 2006) has described the shared features of
evidence-based instructional design models and finds
that the most effective models recommend fully guided
instruction.
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The Design of Experiments on Guidance


A close analysis of the dispute indicates that most of the
disagreements can be traced to different strategies for
designing guidance experiments. Discovery advocates
point to experiments that support their views (see, for
example, Savery & Duffy, 2001; Hmelo-Silver et al,
2007; Schmidt, Loyens, van Gog, & Paas, 2007); how-
ever, compelling claims have been made that the studies
offered in favor of minimal to moderate guidance are
flawed. Sweller, Kirschner, and Clark (2007) point out
that moderate guidance in these studies is usually more
effective, but only when compared to no or very little
guidance. Yet when minimal to moderate levels of
guidance are compared with fully guided instructional
treatments, full guidance is nearly always more effec-
tive. The exception to this finding is when students have
extensive prior knowledge that is specific to the task
being learned and higher general ability scores (refer to
the “expertise reversal effect” described by Kalyuga,
Ayres, Chandler, & Sweller, 2003, and the aptitude-
treatment effects described by Cronbach and Snow,
1977, who reported that higher aptitude learners often
benefited more from less explicit instruction).


Sweller, Kirschner, and Clark (2007) conclude that
comparison studies must support “randomized, controlled
tests of competing instructional procedures (where) alter-
ing one (relevant) variable at a time is an essential feature
of a properly controlled experiment” (p. 115). The one
variable regarding the question at hand is the amount of
guidance that is best for learning. In this respect, there is
overwhelming evidence that minimal and incomplete
demonstrations, models, heuristics, or worked examples
place unnecessary and sometimes overwhelming amounts
of irrelevant cognitive load on learners (Mayer, 2004;
Sweller, 2006).


Does Full Guidance Inhibit 
Adaptable Learning and Transfer?


Some advocates of less guidance argue that while learning
may be better with full guidance, a secondary and unde-
sirable consequence may be a reduction in the adaptability
of the resulting learning (Savery & Duffy, 2001). The con-
cern is that procedural learning results in contextualized,
rigid, and automated knowledge that cannot be adapted to
handle situations that differ from those that occurred dur-
ing instruction. While many have expressed similar con-
cerns about proceduralized thinking, the evidence does not
support their warning.


A large body of empirical research on expertise and
transfer supports the conclusion that knowledge of pro-
cedures does not inhibit, but instead supports, flexible


adaptation (see, for example, Blessing & Anderson,
1996; Cooper & Sweller, 1987; Feldon, 2007; Hatano 
& Inagaki, 2000). The argument at the root of this point
of view is that people have to first learn how to do some-
thing, step by step, in order to learn how to adapt what
they have learned to new situations. In a discussion of
research on the development of expertise, Feldon (2007)
concludes that “careful empirical studies of acquisition
and transfer for automated skills demonstrate that limited
transfer of automated procedures to novel cues and
circumstances can occur. . . . Further, because complex
skills are inherently compilations of many distinct sub
skills, any particular performance may represent one of
three possible paths. These paths are (1) fully automated
processes, (2) serial execution of automated and
consciously mediated sub skills, or (3) simultaneous
execution of both automatic and conscious elements”
(p. 97). In this context, Feldon’s use of the word “lim-
ited” is intended to exclude the “farthest” transfer of
learning between knowledge domains. This limitation 
is important because of the evidence that even top experts
in a knowledge domain are not able to transfer their knowl-
edge to other knowledge domains (Singley & Anderson,
1989). Thus, the acquisition of complex skills is usually
dependent, in part, on the learner having already acquired
and automated a set of underlying subskills (in the form
of procedural knowledge) that support new learning. This
procedural knowledge is always functioning during
learning; if it is not present, learners would most likely
never experience transfer.


Feldon (2007) goes on to suggest that when we learn
and automate procedures, we are able to apply them with-
out “thinking” but we use conscious, conceptual knowl-
edge to adjust “sub-skills” (chunks of larger procedures)
to solve novel problems by enlarging and varying the
conditions under which we apply a procedure. Without
automated procedures, the complexity involved in han-
dling the novelty involved in enlarging the application
conditions for a procedure has been found to cause “cog-
nitive overload” and defeat performance (Sweller, 2006).


Research has also demonstrated that a number of
instructional strategies have been successfully incorpo-
rated into fully guided instruction to promote the transfer
of learning. After an extensive review of the transfer liter-
ature, Perkins and Grotzer (1997) and Clark and Blake
(1997) argue that flexibility can be taught in a way that
facilitates the solution of novel and challenging problems.
They describe strategies that have been used in successful
programs. De Corte (2003) draws on these reviews and
others to provide a description of aspects of learning envi-
ronments that facilitate the development of the necessary
characteristics for successful transfer of existing skills to
novel problems in which orienting (problem framing) and
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self-judging were taught according to guidelines that
included varied practice of increasingly novel problems
and tasks accompanied by motivational messages tied to
outcomes that were valued by students. These guidelines
reflect a similar list suggested by Merrill (2006), who ana-
lyzed the key features of new training design systems that
appeared to be successful at developing adaptable exper-
tise and recommended similar design features.


It may be the case that students with more task-relevant
prior knowledge and higher general ability might benefit
from less guidance when challenged to adapt new learning
to handle increasingly novel problems. This situation
reflects the exception to fully guided instruction that was
described above in a discussion of the expertise reversal
effect. Since the Cronbach and Snow (1977) review of
instructional methods and aptitudes, we’ve known that a
small percentage of the most able students with the high-
est levels of prior knowledge benefit from lower levels of
guidance during instruction. Yet our concern has to be
focused on the vast majority of students who need full
guidance and “learning strategy support that is consistent
with human cognitive architecture” (Kirschner, Sweller, &
Clark, 2006, p. 75).


Why Is Discovery So Popular Despite 
the Evidence It Is Less Effective?


Discovery learning approaches may have been successful
in part because they offer a relief from teacher-centered
classrooms where “one size fits all” lecture plus textbook
instruction is common. This has been the experience in, for
example, medical education where most universities have
adopted some form of problem-based learning for all or
part of their curriculum (Albanese & Mitchell, 1993; Papa &
Harasym, 1999) and in K–12 education where most of our
newer mathematics and science instruction includes dis-
covery methods (Gollub, Berthanthal, Labov, & Curtis,
2002; Handelsman, et al., 2004). It may also be the
case that many instructional researchers and designers are
persuaded by their personal experience because they
were students who had higher levels of prior knowledge
and general ability and so benefitted from being chal-
lenged to discover solutions. Discovery advocates may
generalize from their beliefs about how they learned and
the resentment they harbor as a result of their schooling
experiences. Whatever the reason, the only rational future
course is to focus instructional design on fully guided
instructional methods for all but a very small percentage
of students. As Kirschner, Sweller, and Clark (2006)
concluded:


After a half century of advocacy associated with instruction
using minimal guidance, it appears that there is no body of
research supporting the technique. In so far as there is any


evidence from controlled studies, it almost uniformly
suports direct, strong instructional guidance rather than con-
structivist-based minimal guidance during the instruction of
novice to intermediate learners. Even for students with
considerable prior knowledge, strong guideance while
learning is most often found to be equally effective as
unguided approaches. Not only is unguided instruction
normally less effective, there is evidence that it may have
negative results when students acquire misconceptions or
incomplete and/or disorganized knowledge (pp. 83–84).


When Learning and Design 
Do Not Involve Direct Instruction: 
A Reply to Clark


Michael J. Hannafin
Clark contrasts findings from advocates of fully guided
instruction with disappointing findings and weak evi-
dence across age, tasks, and contexts from studies apply-
ing minimal guidance. He emphasizes discovery learning
but acknowledges that the argument applies generally to
designs that provide minimal to moderate guidance as
contrasted with those that afford extensive guidance.
Clark challenges the “assumption that students will learn
best if they are provided with minimal to moderate guid-
ance and then challenged to construct or discover a way to
perform a task or solve a problem.”


To paraphrase Shakespeare’s Marc Antony, I do not
(necessarily) come to praise Dr. Clark nor do I attempt to
bury him. There is considerable empirical evidence to
support his position. Indeed, he and others have made
similar arguments and concerns elsewhere with equal
persuasiveness (see, for example, Clark & Feldon, 2005;
Kirschner, Sweller, & Clark, 2006; Mayer, 2004, 2005).
Cognitive load research and theory, for example, is often
cited as mitigating for fully guided instruction and against
minimally guided instruction (Kirschner, 2002).


Yet, many argue we cannot assume that such research
provides definitive evidence to all types of learning.
Bannert (2002) questioned the focus on external manage-
ment of cognitive load and suggested, “future research
should focus more intensively on how learners deal with
[cognitive load], not only to support them by adequate
instructional design but also to enable the learners to
deal with high [cognitive load] or even overload” (p. 140).
Ton de Jong (2010) acknowledged the unifying influence
of cognitive load research and theory, but criticized
the methodologies employed to support conclusions
and questioned the external validity of laboratory or
narrowly-defined phenomena to real-world settings. He
concluded, “The great challenge will be to find load-
reducing approaches for intensive knowledge producing
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mechanisms such as learning from multiple representa-
tions . . . self-explanations . . . inquiry learning . . . collabo-
rative learning . . . or game-based learning.” So, not all
authorities are convinced of the applicability of current
cognitive principles to varied types of learning.


I present the case for optimally guided learning based
on differences between research, theory, and design for
direct instruction and the growing demand to support
different types of learning. I refer to the terms Clark uses,
instruction and instructional design, to distinguish these
learning goals from those I and others study. The case
and context I present focuses on learning and design, not
instruction and instructional design, which remain
important and valuable but are neither the only nor uni-
versally the most appropriate frames to support many
learning goals.


Some Background


My personal revelation, described in an IT Forum inter-
view (Hannafin, 1996), came through a series of chats with
well-known instruction advocates. I started out as a strict
behaviorist who conditioned lab rats and applied behav-
ioral principles to learning from instruction from the
beginning. As I watched my own children grow, I became
fascinated with how much they learned through informal,
everyday experiences. I lacked a clear behavioral explana-
tion for phenomena like generative language development,
conceptual leaps, and innate curiosity, and I gradually
embraced cognitive perspectives for explanation. Over
time, I evolved to cognitive approaches that suggested how
and why such learning occurred. I gradually became less
concerned over formal learning defined by or limited to
external requirements (objectives, performance skills for
defined tasks). While my initial interests were inspired by
observing young children, these phenomena were evident
across age levels, learning goals, and everyday learning in
homes, work, and schools. The growing number and range
of free-standing and largely ill-structured Web resources
now available often necessitates learning in the absence of
explicit external guidance.


After discussing my interests with a Florida State
University colleague, Walter Dick suggested that my
focus was not instructional in nature. Dick cited lack of
definitive learning outcomes, minimal management of
learning sequences and activities (lack of full guidance,
in Clark’s terms), and lack of clear evidence of whether
learning could be evaluated objectively as the criteria for
instruction and requirements for instructional design.
Given these definition requirements, I agreed that I did
not focus on instruction or instructional design per se.
But if not instruction, then what were these design activ-
ities and processes? Why and how do they emerge?


Clark suggests personal perspectives might unduly
sustain the popularity of minimally guided approaches in
the absence of empirical evidence, but I submit the roots
are far deeper and broader-based. There are numerous
other factors within and beyond the instructional design
field that sustain and grow these interests. NRC’s (1996)
National Science Education Standards, for example,
indicate that students should describe objects and events,
ask questions, acquire knowledge, construct explanations
of natural phenomena, and test those explanations in
different ways. For many designers, instructional design
models and tools have proven largely inadequate or inap-
propriate for such outcomes that are not (and often cannot
be) explicitly identified in advance. In such cases, neither
the dynamic outcomes nor the nature of the task itself can
be specified in advance; accordingly, the conditions
required to fully guide instruction cannot be known either.
Alternative design approaches are needed to guide, rather
than direct, learning.


My evolution, and that of others who study and
develop models focusing on guiding and facilitating
rather than directing learning, represents a shift in the
type(s) of learning we study, and the importance of care-
fully studying, testing, and refining principles to support
such learning, and the progressive refinement of methods
and models to support such learning. This genesis of
grounded design practice was simple: Methods and epis-
temology are inextricably tied. We need to recognize,
account for, and align the underlying foundations,
assumptions, and designs with their associated research and
theory—whether behaviorally, cognitively, or construc-
tivist-inspired (Hannafin, Hannafin, Land, & Oliver,
1997). Strategies appropriate for fully guided, direct
instruction build upon, are informed by, and derive from
directed learning research and theory; conversely, strate-
gies designed to promote inquiry or discovery are
informed by and derived from different research and the-
ory and likewise cannot be universally applied to all
types of learning.


The Case for Optimally Guided Learning


To be clear from the outset, I agree with Clark’s conclu-
sions and assertions as they pertain to direct instruction,
but argue those who study minimally and optimally
guided instruction do not focus on instruction and do not
emphasize minimal guidance per se; rather, they guide
adaptively where learning goals are not those of direct
instruction or instructional designers. Myriad approaches
have been developed to support different types of learn-
ing, some well-documented and supported, others not. 
I use optimally guided learning instead of minimally
guided instruction to underscore differences between
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Clark’s descriptions of fully guided, direct instruction and
instructional design where learning outcomes are not
explicitly predefined, including discovery learning,
student-centered learning, and inquiry-based learning.
The goal is not to guide minimally, but rather to guide
optimally according to individual knowledge, skill and
understanding as needs emerge. I study environments
where learning goals, means, or goals and means are often
mediated mainly by the individual rather than engineered
by external agents such as teachers or designer. I study
how individuals learn in ill-structured settings, typical of
much Web-based learning, and how to design environ-
ments to support their efforts to learn.


Since learning is the goal of design, we need to clarify
what type of learning we mean. Authorities generally agree
that learning involves a relatively durable change in behavior
(knowledge, skills, attitudes, etc.) and that learning occurs in
many different ways (e.g., directed, free-learning, vicari-
ously [observationally], intentionally, unintentionally).
While direct instruction toward external learning outcomes
has been successfully employed in both formal education
and training settings, we have not attended to alternatives
such as anchored instruction, self-directed learning, and indi-
vidual efforts to learn without explicit external structures
very much. Training and formal schooling have traditionally
emphasized and assessed specifically defined knowledge
and skills. Instruction and instructional design has evolved
frameworks that provide important and useful ways to sup-
port directed learning. So, while I readily acknowledge that
fully guided direct instruction is well-suited to support exter-
nal learning requirements, these same methods and models
are largely inadequate to support learning that has become
increasingly spontaneous and self-directed in using the Web
within and across formal (e.g., independent follow-up on
debates related to global warming or Jefferson’s ancestry)
and informal settings (e.g., learning the causes of home gar-
den infestations or the impact of recent tax laws on personal
finances [Hannafin & Land, 1997]).


Clark describes “pitfalls” and shortcomings of discov-
ery learning research and practice. Similar arguments have
been presented for constructivist-inspired learning strate-
gies and environments including student-centered learn-
ing, inquiry-based learning, and self-directed learning. He
cites examples to support the assertion that fully guided,
direct instruction results in superior performance in virtu-
ally all cases. But are the goals, assumptions, and learning
contexts of these approaches really comparable to those
based on learning from direct instruction? When a student
is provided a rare opportunity to inquire or discover under
controlled conditions, while the vast majority of their
learning is externally guided, should we expect dramatic
improvements in learning or performance? McCaslin and
Good (1992) characterized the reticence to engage such


learning as compliant cognition noting, “the intended
modern school curriculum, which is designed to produce
self-motivated, active learners, is seriously undermined by
classroom management policies that encourage, if not
demand, simple obedience” (p. 4). The authors suggest
that both teachers and students require sustained opportu-
nities and support in order to adapt and implement signif-
icant pedagogical changes.


In contrast, most controlled intervention studies are brief
in duration, require significant immediate pedagogical and
learning shifts, and do not afford extended support or oppor-
tunities for students to develop facility with the “new”
approach. Both teachers and students readily fall back on
methods with which they have become most familiar. In stud-
ies where sustained implementations have been effected, sig-
nificant improvements in both teacher enactment and student
performance on higher-level skills have been documented
(see, for example, Borko, 2004; Cognition and Technology
Group at Vanderbilt, 1992; Fennema et al., 1996; Fischman 
et al., 2003; Schneider et al., 2005; Stein et al., 1996).


Why So Much Interest?


I do not suggest that optimally guided learning is inherently
more important than other types of learning; I do, however,
argue that it is different in kind, cannot be satisfactorily
supported using direct instruction methods and models,
and is now so prevalent that it cannot be simply dismissed
or ignored because it strives toward different goals. I con-
cur that not all minimally guided approaches have proven
effective (or are likely to be proven effective). Still, while
lacking strong, empirically validated frameworks for
design and implementation, guided learning has become so
pervasive in both formal and informal learning settings that
we cannot simply ignore its growth. We need to study the
goals and assumptions as well as the methods and means
associated with guided learning to better understand both
their potentials and perils and seize the opportunity to cre-
ate and strengthen relevant design frameworks and models.


Clark characterized popularity as being driven by
dissatisfaction with “one size fits all” or the influence of
personal frustrations with formal schooling. I suggest that
advances in technology as well as epistemological and
pedagogical perspectives advanced within but more
importantly outside the social sciences community have
catalyzed and sustained interest and growth. Technology
has afforded vastly more options for individually creating,
accessing, manipulating, and using information and
resources. Let me cite a few examples.


Unlike traditional schools and training settings, phys-
ical space and time no longer limit availability or access.
Individuals can and do pursue learning goals from pretty
much anywhere, at any time, and in almost any form. The
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raw number of resources and tools available has acceler-
ated geometrically and are now distributed across the
globe rather than available confined to specific locations.
In contrast to traditional teachers, textbooks, and physi-
cal schools and libraries, numerous agents, real and vir-
tual, provide advice and information, access to unlimited
digital resources, and virtual repositories of information,
knowledge, and source documents. Unlike past innova-
tions, that have often impacted only specific fields of
study, technology has permeated virtually every aspect of
our lives, and has become both ubiquitous and integral to
everyday activity. People use technology spontaneously
to accomplish everyday things, including accessing the
Web for information on demand. In effect, the line
between formal and informal education venues has
become blurred, hybridizing our methods and models for
teaching and learning in traditional school and workplace
settings. This has both triggered and reflected the growth
of social networking and the accelerated socially medi-
ated communications. To date, schools and commercial
education interests have resisted these powerful trends in
favor of their traditions, which may tacitly reinforce con-
cern that schools and publishers are more part of the
problem than part of the solution.


While traditional instruction and instructional design
perspectives have been influenced by the quest for gener-
alizable principles, forces within different disciplines have
influenced both what is considered important to learn and
how such learning should be supported. As Clark suggests,
learning perspectives have been shaped by other forces
(science, mathematics, medical education, etc). The
National Research Council’s National Science Education
Standards (1996), for example, emphasize “doing sci-
ence,” “warranting claims with evidence,” and “thinking
like a scientist.” The National Council of Teachers of
Mathematics (2000) emphasizes estimation and mathe-
matical reasoning and the National Council for Social
Studies (1994) prescribes that students acquire informa-
tion and manipulate data as well as develop and present
policies, arguments, and stories. So, while we are inclined
to develop and apply social science perspectives and asso-
ciated research and theory, other fields develop and apply
different values, standards and practices that represent
their priorities—the priorities of our customers. Can we
reasonably expect all disciplines and fields of study to
embrace and apply our values and beliefs to the exclusion
of those deemed fundamental to their own?


Reconsidering a Few of Clark’s Assertions


Are studies on optimally guided learning flawed?
Clark suggests that the methodologies used to study
minimally guided instruction are often flawed. I agree with


criticisms of insufficient rigor in many published reports,
but I also submit the concern has to do with differences in
the goals and functions of the methodologies themselves.
The problems studied and questions posed necessitate
methodologies other than those described as meeting
“gold standard” criteria for experimental rigor. This is less
an inherent flaw than matching research questions with
appropriate methodologies. In contrast, it would seem inap-
propriate to apply methodological methods and standards
that do not address the questions posed or to discount the
findings simply for not applying gold standard method-
ologies. In recent years, the National Science Foundation
(2004, 2009) published a series of reports generated by
interdisciplinary teams, including both quantitative and
qualitative researchers, designed to advance the rigor of
qualitative inquiry in examining issues related to the Foun-
dation’s focus. Likewise, the emergence of design research
methods signals a continuing shift in paradigms to
approaches that extend from and relate directly to teaching
and learning customers and contexts.


Does the evidence suggest fully guided is more
effective than minimally guided? If we accept
Clark’s premise that the criterion should be externally
defined learning outcomes, the evidence indeed supports
this conclusion. The problem, as I have argued, is with the
premise itself. By design, both direct, fully guided instruc-
tion and optimally guided learning approaches should
yield superior results when assessments are aligned with
their focus. Guided learning paradigms value and promote
outcomes and processes that differ from those of direct,
fully guided instruction. So, the impetus for change is not
exclusively within the field, but rather in response to shift-
ing standards and expectations. Assuming optimally
guided learning support was provided in accordance with
such standards, what types of assessments would best
measure student learning and performance? Generally
speaking, optimally guided learning students would not
perform as well as students receiving direct instruction
with regard to externally defined formal knowledge and
intellectual skills; conversely, students receiving direct,
fully guided instruction would not perform as well as opti-
mally guided learning students on assessments of thinking
like a scientist or reasoning mathematically.


Published studies typically do not assess performance
using measures that are aligned with the different methods
employed. When measures are keyed more closely to the
method of instruction, Wenglinsky (1998) documented
strong and positive relationships for problem-based and
inquiry approaches in his analysis of National Assessment
of Educational Progress (NAEP) data examining the impact
of technology integration on fourth- and eighth-graders’
math achievement. Wenglinsky (2004/2005) subsequently
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concluded: “Using computers to help students work through
complex problems, thus tapping higher-order thinking skills,
produced greater benefits than using computers to drill
students on a set of routine tasks” (p. 30). Stated differently,
when computers were used to engage students in problem
solving and inquiry math tasks, they performed more effec-
tively than fully guided drill and practice on those tasks. It
may indeed be possible to address multiple learning
outcomes when the design actively supports them. So, the
relationship between implementation focus and the stan-
dards upon which effectiveness is judged is critical, but
rarely differentiated in typical studies. The true effects may
be best examined by examining the alignment between
method and measures as opposed to presumed shortcom-
ings of the method per se.


Can we assume that students need full guidance
based on human cognitive architecture? Again, if
we assume that the cognitive requirements of learning
from direct instruction are the same as for guided learning,
then the assertion seems reasonable. However, this
has been a key point of contention for several years.
Researchers and theorists have described numerous differ-
ences between the cognitive demands of direct instruction
and guided learning (see, for example, DeSchryver
& Spiro, 2009; Hannafin & Hill, 2007; Hannafin & Land,
1997; Hannafin, West, & Shepherd, 2009; Hill & Han-
nafin, 1997, 2001; Land & Hannafin, 2000). Hannafin,
Hannafin, and Gabbitas (2009) differentiated cognitive
demands between externally directed and student-centered
learning associated with prior knowledge, the allocation
and management of cognitive load, the influence of beliefs
and dispositions, and scaffolding (guidance). We noted
that “rather than imposing a canonical perspective to
supplant initial conceptions, student-centered approaches
guide the learners in challenging their initial assumptions
as they test and refine initial conceptions” (p. 772). Land
(2000), in describing a range of cognitive demands for
open-ended learning, concluded that “strategies are
needed to help learners . . . construct coherent explanations
and self-regulate when they have little background knowl-
edge” (p. 76). So, it is clear that learner variables need to
be accounted for, but it is less clear that the cognitive
constructs can or should be addressed based on current
understanding of cognitive architecture.


Closing Thoughts


We need to take stock of the shifts technology and alterna-
tive perspectives on learning and pedagogy have engen-
dered in how we think about, provide, and evaluate how we
teach and learn. We need to reexamine not only how we
instruct, but the basic relationships between and among


how individuals learn and how technology influences
learning. However, we also need truth in advertising: the
research base underlying nondirected learning is not
nearly as robust as the research for direct instruction.


The research base underlying direct instruction is con-
siderable and persuasive when applied to comparable
learning goals and environment. If the issue were
whether direct instruction was better for outcome-based
learning, there would be no contest; but that is not the
issue. Can we reasonably apply strategies proven effec-
tive for outcome-based instruction to learning that is not?
If not, then what can be done? We strive to support
learning where explicit structures and guidance to attain
outcomes are not possible, feasible, or desirable. The
answers may not yet be definitive, but the need to pursue
and address the growing need surely is.


Clark’s Response to Hannafin
Mike Hannafin appears to agree that the research in our
field best supports the claim that fully guided direct
instruction is the most effective approach. But wait, he
agrees that direct instruction works only when people
are faced with “external learning requirements.” Then
he waffles about whether discovery, inquiry, and con-
structivist approaches are inappropriate and claims, with
no supporting evidence, that “students receiving direct,
fully guided instruction would not perform as well as
optimally guided learning students on assessments of
thinking like a scientist or reasoning mathematically.”
Those sound to me like “external learning requirements”
in school mathematics and science. But it does not make
any real difference since whether goals are externally or
internally generated because the consistent evidence for
a half-century is that direct instruction is the best
approach. This was the conclusion of the research review
articles that form the foundation for this debate—
Kirschner, Sweller, and Clark (2006) and others (for
example, Mayer, 2004; Sweller, Kirschner, & Clark,
2007; Clark, 2009).


Hannnafin’s main argument is essentially that exter-
nally imposed learning goals are very different psycho-
logically than learning that is “self-directed” and so
learners who are in a situation where the learning goals
are internally generated are not in a context where they
can be instructed; rather they can only be provided with
“design environments to support their efforts to learn.” It
is easy to agree that some students feel differently when
they are being compelled to learn versus when they can
choose to learn. Yet the issue Hannafin raises is not, as he
claims, about different types of learning, it really is a dif-
ference in the motivational dynamic experienced by dif-
ferent learners.








CHAPTER 38 Debate About the Benefits of Different Levels of Instructional Guidance 375


Fully guided instruction is a successful attempt to
externally support the internal cognitive processes that are
necessary for learning regardless of the source of learning
goals. Research on the motivational impact of goals (see,
for example, a three-decade perspective on this research by
Locke & Latham, 2002) clearly indicates that the external
or internal source of goals does not influence motivation to
engage in a task, including learning tasks. Pintrich and
Schunk (2002) provide a broad review of this research and
suggest that there are three variables that influence
students’ decisions to engage in learning: values, self-
efficacy, and emotionality. They point to a number of stud-
ies where the value placed on the expected benefit of goals
has a huge impact whether students choose to engage in
learning. It is likely that all students perceive some of the
external goals imposed during schooling as lacking value.
It may also be the case that we consistently value the goals
we generate and decide to pursue. I am highly motivated
when I go to the Internet to find out how to handle the
infestation of insects that are wrecking my garden. What I
want to find (and so what I value most) is fully guided
instruction in how to eliminate those pests quickly, safely,
and inexpensively. I’m very motivated to use effective
guidance. I don’t want to have to construct a way to elim-
inate pests when someone has already found a safe and
effective method. In short, the optimal guidance for exter-
nal goals is also optimal for self-chosen goals.


I want to acknowledge Hannafin for bringing up an issue
that requires much more research. We tend to focus most of
our attention on the cognitive elements of learning and
instruction while ignoring critical motivational issues.
Motivation influences our decision to engage in and persist
at learning as well as how much mental effort we invest.
Motivation does not influence the type of instruction that
leads to maximum learning unless novice learners reject
full guidance and are overconfident about their ability to
construct a way to achieve a goal.


The best research evidence indicates that fully guided
instruction is the best choice if there is something to learn
out there. If there is nothing to learn because we don’t
know the answer to every question, then the activity
required is not learning but generating new (novel, unique)
knowledge. If you read the research reviews that provide
evidence for my conclusion with an open mind, I’m confi-
dent you’ll agree.


A Final Caution


Many instructional researchers have invested effort in this
argument because of our shared perception that the field of
instructional design is largely stuck in an ideologically
focused, craft-based mode. Far too many in our field are
avoiding inconvenient evidence in favor of self-serving


beliefs and opinions (see, for example, Clark & Estes,
1998, 2008)—and the list includes faculty in some
prominent university programs. Solid evidence, collected
by many researchers over the past half century clearly indi-
cates that many of our popular design strategies and enthu-
siasms are groundless or worse. We avoid evidence that
some of these opinion-based strategies can cause people to
become more ignorant than they were before they tried 
to learn something (see, for example, Clark, 1982; Clark 
et al., 2010). No one suspects or claims that this problem
is the result of intentional refusal to acknowledge obvious
evidence. The cause is more likely that few people have the
motivation or training necessary to invest the effort
required to carefully review complex research on learning
and instruction. The ambivalence about research training
in our instructional technology and instructional systems
graduate programs is certainly a contributing factor. Yet
we have chosen a field that, like other professions, must
rely on evidence-based practice or risk causing harm to
people who depend on us.


Hannafin’s Response to Clark
Clark repeats his argument for direct instruction strategies
and ignores critical changes within both the learning and
design field and the values and beliefs of those for whom
we design. He states that we avoid “inconvenient evidence
in favor of self-serving beliefs and opinions . . . few people
have the motivation or training necessary to invest the
effort required to carefully review complex research on
learning and instruction.” He disparages those who pursue
different approaches as being driven by bad personal
experiences: “the field of instructional design is largely
stuck in an ideologically focused, craft-based mode.” He
indicates that indifference about (or lack of) research train-
ing among faculty in graduate programs contributes to
misguided preparation of future designers, but argues for
the universal application of maximally guided instruction
where it is neither possible to employ nor valued. Perhaps
if he repeats these arguments “louder” the issues will
simply go away? He concludes “If you read the research
reviews . . . with an open mind, I’m confident you’ll agree.”
Clark is committed to his position, but perhaps should
heed his own advice.


The world of learning and design has evolved even if
some have yet to recognize it. Does Clark really include all
types of learning? Inquiry, problem solving, and discovery
learning tasks as well as all learning games, online collab-
orative activity, project-based learning, simulations, tools,
and designs in virtual worlds such as Second Life? We do
not have the solution to every learning problem and need
we encounter. Would well-informed designers adopt the
same strategy independent of the learning goal, domain








376 SECTION IX Current Issues in Instructional Design and Technology


under study, teaching-learning perspectives of clients, and
design model? I submit we would not and should not.


During the past two decades, the instructional design
field has been mired in the largely academic debate
[see, for example, Jonassen’s (1991) implications of objec-
tivism vs. constructivism for design and Merrill et al.’s
(1996) defense and reclaiming of instructional design].
Proponents argued strenuously, if not rationally, for the
inherent correctness of their particular perspective and
question the credibility, wisdom, and motives of those who
advance different positions. These academic exchanges
ultimately have done little to persuade “nonbelievers” or
advance the field of learning and design. Sound familiar?


Design decisions cannot be made independent of
assessments of and consideration for specific learning
requirements. Maximum guidance is no more inherently
effective than any other single approach independent of the
contextual requirements and learning goals that guide
design. It is convenient for debate purposes, but not alto-
gether reasonable or realistic, to categorically dismiss the-
ory and research that one disputes but does not recognize
or understand. Design methods are not adopted and
employed because they reify individual biases or beliefs.


Teaching and learning needs are sometime straightfor-
ward, but often they are not. In Clark’s example of the
Internet, he indicated “What I want to find (and so what
I value most) is fully guided instruction in how to elimi-
nate those pests quickly, safely and inexpensively.” This
may well be his preference, but he has made the case for
self-directed learning. How does he find them? What hap-
pens when he cannot locate a direct instruction resource
and must interpret across multiple resources? What hap-
pens when the maximally guided and exact information he
seeks does not exist? How does he weigh and determine
the veracity and legitimacy of different resources? How is
inconsistent or contradictory information interpreted, and
how does this influence his understanding? These sound
like learner-centered activities to me.


Often, as in Clark’s example, we cannot adequately
anticipate a priori the unique learning needs of each indi-
vidual in order to judge how much or little they already
know, how relevant the knowledge is to the current learning
goal, how well-founded their current understanding is, or
how, when and where different learning needs will surface.
It is simply not possible to predesign maximum guidance to
support infinite differences in ability, learning goals, or the
spontaneous circumstances within which they emerge.
To the contrary, failed directed learning approaches have
actually stimulated efforts to support the process learning
goals identified in national standards. [See, for example,
the research, development and design principles in Linn 
et al.’s (2003) Web-based Inquiry Science Environment
(WISE) and Bransford’s research on anchoring instruction


to situate learning in the Jasper Woodbury problem-solving
mathematics series (Young, 1993)]. Today’s and tomor-
row’s designers must support different kinds of learning
than supported only by direct instruction with maximum
guidance.


Setting the Record Straight


Clark states that maximally guided direct instruction is
indicated across all types of learning. My argument is not
for inherent superiority (or inferiority) of one perspective
or approach over alternatives. Indeed, blindly endorsing
any single perspective without attempting to understand
others can only limit our capacity to design. Rather, we
acknowledge that different learning goals do exist, under-
stand the implications of these perspectives on design and
learning, and identify strategies that are best aligned with
and appropriate for a given learning need. We need not
embrace and employ all approaches, but we must first
understand them.


Clark also suggests that empirical evidence generated
from directed learning studies applies to all types of learning.
This is rarely possible since the circumstances and assump-
tions guiding design decisions often differ dramatically. By
reinterpreting perspectives, methods, and findings to align
with their argument, critics dismiss the well-founded per-
spectives and findings advanced by reputable theorists,
researchers, and practitioners with different perspectives.
Clark, for example, lumps anything less than maximum
guidance as minimal guidance, but minimal guidance is not
advocated by proponents. Hmelo-Silver, Duncan, and Chinn
(2007) challenged Kirschner, Sweller, and Clark’s (2006)
use of the term minimal guidance: “problem-based learning
(PBL) and inquiry learning (IL), are not minimally guided
instructional approaches but rather provide extensive scaf-
folding and guidance to facilitate student learning” (p. 99).
Optimal guidance is needed where learning outcomes are not
or cannot be explicitly predefined.


Finally, Clark cautions, “Far too many in our field are
avoiding inconvenient evidence in favor of self-serving
beliefs and opinions.” Review this statement carefully
when considering the position he advances. He questions
the preparation and motivation of others, stating “few peo-
ple have the motivation or training necessary to invest the
effort required to carefully review complex research on
learning and instruction . . . ambivalence about research
training in our instructional technology and instructional
systems graduate programs is certainly a contributing fac-
tor.” He concludes that programs that do not heed his advice
“risk causing harm to people who depend on us.”


Ironically, Clark’s cautions may be most apropos to his
own position. The impetus for considering the implica-
tions of different perspectives is neither ambivalence nor
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lack of training, but rather recognition that alternative
perspectives, methods, beliefs and approaches to design
exist. Current and future designers must understand these
perspectives and assess their potential implications, not
simply dismiss them. Inform your opinions by balancing
rather than limiting your understanding. [For those seek-
ing balance, Duffy and Jonassen’s (1992) and Tobias and
Duffy’s (2009) edited volume chapters were authored by
proponents as well as critics of different perspectives
(including direct instruction)]. All perspectives, those
advanced by advocates as well as critics, need to be under-
stood with an open mind.


Conclusions


This text needs to prepare designers for far more dynamic
issues than existed when I entered the field. We must prepare
design professionals to meet the challenges of a rapidly
changing field as well as varied perspectives, values, and
performance standards. Those challenges require that we
recognize, understand, and address diversity in the goals,
needs, and requirements of our customers, not simply to
impose approaches that are inconsistent or incompatible
with learning goals, needs, and requirements.


The learning and design field is at a crossroads. Cur-
rent and future designers will determine, individually and


collectively, just how much or little we enhance the disci-
plines we presume to support. The needs of clients have
evolved as well as the pool of designers preparing to sup-
port these needs. The research needed to guide design is
admittedly emerging, but does this indicate we should
employ allegedly “proven” strategies that are neither val-
idated, embraced by those clients, nor supported for those
designs? Will we advance the theory and research needed
to guide practice or assume that past practices are suffi-
ciently compelling and convincing in all cases? If we do
the latter, we run the risk of becoming insulated from
important developments and further isolated from those
we would otherwise support.


Historians and politicians are fond of reminding us
that if we do not learn from history, we are doomed to
repeat it. Our past history is important in understanding
and supporting present and future design challenges, but
history is not our entire future. We have learned through
advances in research, theory and practice; all have evolved
and will continue to evolve. Seek balance in understand-
ing learning and design rather than dogma. We need to
examine how, where, and when advances guide us to
understand and meet new challenges. But we cannot and
should not assume that we have the correct answers with-
out first understanding both key questions and learning
and design needs.


Summary of Key Principles (by Richard E. Clark)


1. The evidence from a half-century of research best
supports the conclusion that fully guided instruction
is the most effective and efficient method for
supporting the learning of novice to intermediate
learners in any subject matter.


2. A small percentage of students with the highest
levels of learning-task-specific prior knowledge and
higher general ability tend not to benefit as much
from fully guided instruction and instead seem to do
best when allowed to learn in their own way.


3. Instructional designers must familiarize themselves
with the most effective ways to provide students with


learning guidance in the form of accurate and
complete demonstrations of when and how to
perform a task or solve a class of problems.


4. Designers must also provide all students with the
opportunity to practice and receive corrective
feedback on what they’ve seen demonstrated with
authentic problems that represent the environment
where they will transfer what they have learned.


5. Full guidance may be gradually faded over time as
students succeed, but should be reinstated if students
experience learning problems.


Summary of Key Principles (by Michael J. Hannafin)


1. Design methods and strategies are not universal, but
are mediated by different goals, values, and
perspectives of different fields and disciplines.


2. No single design methodology is sufficiently robust
to address the diversity and complexity of all
learning goals.
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Application Questions


1. For each of the following learning goals, identify
which strategy(ies) you would recommend as
“appropriate” and provide your justification.
a. Demonstrate computational accuracy for multiply-


ing twenty pairs of one-digit numbers with a mini-
mum of 95 percent accuracy within three minutes.


b. Compare and contrast the source integrity and
accuracy of three or more Web resources reporting
different historic evidence for and assessments of
the Holocaust.


c. Based on personal interest, identify a specific prob-
lem or cause associated with atmospheric pollution
and propose how the problem should be addressed.


d. Prepare a set of guidelines designed to assist indi-
vidual students in assessing the relative benefits of
two-year versus four-year college education based
on their economic, career, and personal goals.


2. Pick one of the learning goals suggested by Hannafin
and imagine that you have designed two lessons related
to it; one using a fully guided approach and one that is
more compatible with Hannafin’s key principles.
a. Write a brief description of the fully guided lesson.


Be sure to describe how you would fully demon-
strate when and how to perform each task related
to the learning goal. Also describe how you would
use authentic problems as the basis for providing
students with practice and feedback on each task.


b. Write a brief description of the lesson that would
be compatible with the principles described by
Hannafin. Describe how this alternative design is
different and why.


c. Now imagine a pilot test of the two versions of the
lesson with two groups of learners who are ran-
domly assigned to one of the two versions. Assume
that the learners have adequate prior knowledge to
benefit from instruction but are not familiar with
the subject matter being taught. Briefly describe
the likely results of your experiment. Discuss the
features of the lessons that you believe would
cause the likely results you described.


3. Now search through the research literature and find
evidence (not opinion or suggestions, but evidence
from a well-designed study) that validates your
guess regarding the likely results of your study.
• For evidence supporting the fully guided approach


you might read:
Kirschner, P., Sweller, J., & Clark, R. E. (2006).
Why minimally guided learning does not work: An
analysis of the failure of discovery learning, prob-
lem-based learning, experiential learning and
inquiry-based learning. Educational Psychologist,
41(2), 75–86.
Sweller, J., Kirschner, P. A., Clark, R. E. (2007).
Why minimally guided teaching techniques do not
work. Journal of Educational Psychology, 43(2),
115–121.


• For evidence supporting an alternative, read one or
more of the articles Dr. Hannifin cites.
Briefly describe the result of your analysis of the
research.


3. Today’s and tomorrow’s designers must support
many kinds of learning goals beyond those that can
be adequately supported by direct instruction with
maximum guidance.


4. Where specific outcomes are not or cannot be
identified in advance, student-centered designs
scaffold attainment of unique individual learning
goals.
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Robert A. Reiser
Florida State University


John V. Dempsey
University of South Alabama


In the Introduction to this book, we stated that professionals in the field of instructional design
and technology should be able to clearly describe the nature of the field. Now that you have read 
the book, do you feel that you could provide a clear description of the field to someone who is not
familiar with it? What is your view of the field?


Don’t be afraid to answer the questions we just posed. As you must know by now, there are
many different facets to the field, and there have been so many ways in which it has been defined,
there is no “right” answer to these questions. IDT professionals, including those who wrote
chapters for this book, hold a wide range of views about the nature of the field, and as far as we
know, none has been designated as the “correct” one. Now that you have studied this book and,
hopefully, learned a lot about the nature of our field, you should be well-prepared to join the
debate. Of course, your views are likely to change over time, but we think that now is a good
time to reflect on what you have learned and express your point of view to others.


So, go ahead. Call your folks and tell them what our field is all about. Perhaps they will finally
understand exactly what it is that you are studying. But even if they don’t understand what you
are talking about, they will enjoy hearing from you!
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